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We consider the interaction of a finite number of nonrelativistic particles with a positive or zero mass quantum field．We show that in the weak coupling limit the quantum field gives rise to an effective interaction between ${ }^{\text {i }}$ the particles of a Yukawa or Coulomb type，as well as，in some cases，a mass renormalization．In a simple exactly soluble model we investigate the higher order radiation processes．

## 1．INTRODUCTION

We present a rigorouss derivation of the nonrelativis－ tic $N$－body Schrödinger Hamiltonian

$$
H^{\prime}=-\sum_{r=1}^{N} \frac{1}{2 m_{r}} \Delta_{r}+\sum_{r<s} V\left(q_{r}-q_{s}\right)
$$

for $N$ quantum particles，starting from a quantum field theoretic Hamiltonian where the interaction between the particles depends upon their exchange of virtual mesons， or phonons．The Hamiltonian $H^{\prime}$ is obtained by taking the weak coupling limit between the particles and the meson field at the same time as the particle masses become infinite．These limits are closely related to the usual treatment，where ine supposes the particle are static so that the dynamics of the quantum field be－ comes exactly soluble．

Although our model is similar to several others de－ scribing particles coupled to infinite reservoirs，${ }^{1-3}$ it has several significant variations．The first，that the asymptotic evolution of the particles is of Hamiltonian type，with no dissipative terms，is a consequence of the infinite mass of the particles and the zero temperature of the quantum field．Because of the absence of dissipa－ tive terms we can describe the time evolution at the Hilbert space level instead of on the space of trace class operators．Moreover，because we do not need an infinite order perturbation expansion it is possible to remove the volume cutoff on the interaction Hamiltonian．

In an earlier version of the present paper we consider only the case where the mesons have positive mass．The extension to zero mass field particles（photons or phonons）leads to mathematical problems caused by the infrared singularity．However，since we study the time evolution for finite times this singularity does not have effects as serious as in scattering theory，${ }^{4,5}$ we are now able to solve the case whe re the field particles are relativistic spinless bosons of positive or zero mass．

In the second part of the paper we study the emission of bosons by the particles，a process which depends on the zero mass of the bosoris．By means of a detailed analysis of the Friedrichs＇s model we show that this process involves terms which are of higher than second order in the coupling constant $\lambda$ ．Non integer powers of the coupling constant are shown to arise because of the form of the infrared singularity．

[^0]For maximum generality we specify our model in an abstract form；some examples are described in Sec． 3. The particles are represented by a Hilbert space $H$ with Hamiltonian $H$ ．The quantum field is described by a Hilbert space $\exists$ with a vacuum state $\Omega$ and a Hamiltonian $F$ such that $F \Omega=0$ ．The interaction between the particles and the quantum field is represented by the operator $A$ on $H \otimes 7$ ．The total Hamiltonian of the system is then

$$
\begin{equation*}
H_{\lambda}=\lambda^{-2}\left(\lambda^{2} H+\lambda A+F\right) \tag{1.1}
\end{equation*}
$$

which we study in the weak coupling limit $\lambda \rightarrow 0$ ．The factor $\lambda^{2}$ on $H$ may be interpreted as a mass scaling for the particles while the factor $\lambda^{-2}$ on the whole Hamilton－ ian may be interpreted as a time scaling．

Our first goal is to find conditions on the various operators under which
$\lim _{\lambda \rightarrow 0} \exp \left(-i H_{\lambda} t\right)(\psi \otimes \Omega)=(\exp [-i(H+K) t] \psi) \otimes \Omega$
for all $\psi \in H, t \in \mathbb{R}$ ，and some effective interaction oper－ ator $K$ on $\nrightarrow$ ．The conditions are given in terms of the operators appearing in the interaction Hamiltonian

$$
\begin{equation*}
A=\sum_{r=1}^{N} \int_{\mathbb{R}^{3}} \delta_{r x} \otimes \varphi_{r x} d^{3} x \tag{1,3}
\end{equation*}
$$

where $\delta_{r x}$ are operators on $H$ localized at the point $x \in \mathbb{R}^{3}$ and $\varphi_{r x}$ are field operators on $\exists$ localized at the point $x \in \mathbb{R}^{3}$ ．Our technical assumptions on these opera－ ors require that ultraviolet cutoffs be incorporated into their definition．

## 2．THE LIMITING HAMILTONIAN

We suppose that $H$ contains dense subspaces

$$
H_{0} \subseteq H_{1} \subseteq H_{2} \subseteq H_{3}=H
$$

which are again Banach spaces with respect to norms $\|\cdot\|_{i}$ such that each injection in the above sequence is a contraction．We also suppose that 7 contains subspaces

$$
\mathbb{C} \Omega=7_{0}=7_{1}=子_{3}=7
$$

which are again Banach spaces with respect to norms $\|.\|_{i}$ such that each injection in the above sequence is a contraction．We identify $H$ with the subspace $H \otimes \Omega$ of $H \overline{\mathcal{F}}$ ，define $P_{0}$ to be the orthogonal projection $L$ of $H \bar{\otimes} 7$ onto this subspace，and put $P_{1}=1-P_{0}$

The above spaces and norms are used to formulate our conditions on the various operators．
（A1）$H$ is a bounded operator from $H_{2}$ into $H$ which is symmetric as an operator on $H$ 。
（A2）$F$ is a nonnegative self－adjoint operator on 7 such that $F \Omega=0$ ．Moreover $e^{-t F}$ are bounded operators on $\exists_{i}$ depending strongly continuously on $t \geqslant 0$ for all $i_{\text {。 }}$
（A3）$\delta_{r x}$ are bounded operators from $H_{i}$ to $H_{i+1}$ depend－ ing strongly continuously on $x \in \mathbb{R}^{3}$ ．Moreover

$$
\int_{\mathbb{R} 3}\left\|\delta_{r x} \psi\right\|_{i \neq 1} d^{3} x \leqslant c\|\psi\|_{i}
$$

for $i=0,1,2$ ，and $1 \leqslant r \leqslant n$ ．
（A4）$\varphi_{r x}$ are bounded operators from $\mathcal{F}_{i}$ to $\mathcal{F}_{i+1}$ depend－ ing strongly continuously on $x \in \mathbb{R}^{3}$ ．Moreover

$$
\left\|\varphi_{r x} \psi\right\|_{i+1} \leqslant c\|\psi\|_{i}
$$

for all $x \in \mathbb{R}^{3}$ and $i=0,1,2$ and $1 \leqslant r \leqslant n$ 。
（A5）$\left\langle\varphi_{r x}\right\rangle_{\mathrm{rac}}=0$ for all $x \in \mathbf{R}^{3}$ and $1 \leqslant \gamma \leqslant n$ 。 For our next two conditions we suppose that $\beta$ is a constant such that

$$
\begin{equation*}
0<\beta<\frac{3-\sqrt{5}}{2} \doteqdot 0.382 \tag{2.1}
\end{equation*}
$$

（A6）$\left\|e^{-t F} \varphi_{r x} \Omega\right\|_{1} \leqslant c t^{\beta-1}$ for all $t>0$ and $x \in \mathbb{R}^{3}$ and $1 \leqslant r \leqslant n$ ．
 $x, y \in \mathbb{R}^{3}$ and $1 \leqslant r, s \leqslant n$ ．

In order to make sense of the formal expression

$$
\begin{equation*}
A=\sum_{r=1 \mathbb{R}^{3}}^{n} \delta_{r x} \otimes \varphi_{r x} d^{3} x, \tag{2.2}
\end{equation*}
$$

we introduce some subspaces of $H \bar{\otimes} 7$ ．Defining $D_{i}$ to be the Banach space projective tensor product $H_{i} \otimes \mathcal{f}_{i}$ we note that

$$
D_{0} \subseteq D_{1} \subseteq D_{2} \subseteq D_{3} \subseteq H \otimes \exists,
$$

where each injection is a contraction．Moreover under the identification of $H$ with $H \otimes \Omega, D_{0}$ is a dense subspace of $H$ ．

Lemma 2．1：Under conditions（A1）－（A7）the formula （2．2）defines a symmetric operator $A$ on $D_{2}$ satisfying conditions（B1）－（B7）below．

Proof：If $\psi_{i} \in H_{i}$ and $\psi_{2} \in \mathcal{F}_{i}$ ，then

$$
\begin{aligned}
& \left\|\sum_{r=1}^{n} \int_{\mathbb{R}^{3}}\right\| \delta_{r x} \otimes \varphi_{r x} d^{3} x \quad\left(\psi_{1} \otimes \psi_{2}\right) \|_{i+1} \\
& \quad \leqslant \sum_{r=1}^{n} \int_{\mathbb{R}^{3}}\left\|\delta_{r x} \psi_{1}\right\|_{i+1}\left\|\varphi_{r x} \psi_{2}\right\|_{i+1} d^{3} x \\
& \quad \leqslant n c^{2}\left\|\psi_{1}\right\|_{i}\left\|\psi_{2}\right\|_{i}
\end{aligned}
$$

by（A3）and（A4）．The definition of the projective tensor product norm leads to

$$
\|A \psi\|_{i+1} \leqslant n c^{2}\|\psi\|_{i}
$$

for all $\psi \in D_{i}$ ，which proves（B3）．
To prove（B4）we note that by Eq．（2．1）

$$
0>(\beta-1)>-1>2(\beta-1) .
$$

Since

$$
\left|\left\langle\varphi_{s y} e^{-t F} \varphi_{r x}\right\rangle_{\mathrm{vac}}\right| \leqslant\left\|e^{-t F} \varphi_{r x} \Omega\right\|\left\|\varphi_{s y} \Omega\right\| \leqslant c^{2} t^{\beta-1}
$$

and

$$
\begin{aligned}
\left|\left\langle\varphi_{s y} e^{-t F} \varphi_{r x}\right\rangle_{\mathrm{vac}}\right| & \leqslant e^{-t F / 2} \phi_{s y} \Omega\| \| e^{-t F / 2} \varphi_{r x} \Omega \| \\
& \leqslant c^{\prime} t^{2(\beta-1)},
\end{aligned}
$$

it follows that

$$
\begin{equation*}
\int_{0}^{\infty}\left|\left\langle\varphi_{s y} e^{-t F} \varphi_{r x}\right\rangle_{\mathrm{vac}}\right| d t \leqslant c^{\prime \prime}<\infty \tag{2.3}
\end{equation*}
$$

for some $c^{\prime \prime}$ independent of $x, y \in \mathbb{R}^{3}$ and of $r, s$ ．（B4）now follows from the expression

$$
\begin{align*}
K_{\mu} \psi= & -\sum_{r, s=1}^{n} \int_{\mathbb{R}^{6}} \int_{0}^{\infty} e^{-t u \delta_{s y} \delta_{r x}\left\langle\varphi_{s y} e^{-t F} \varphi_{r x}\right\rangle_{\mathrm{vac}}}  \tag{2.4}\\
& \times d t d^{3} x d^{3} y
\end{align*}
$$

whose convergence for all $\psi \in D_{0}$ and as $\mu \ngtr 0$ is a con－ sequence of（A3）．
（B5）is an obvious consequence of（A5）．Since（B6） and（B7）are proved in a similar fashion from（A6）and （A7），respectively，we only treat the first one．Noting that

$$
\psi_{1}=\sum_{r=1}^{n} \int_{\mathbb{R}^{3}} \int_{0}^{\infty} e^{-t \mu} e^{-t F}\left(\delta_{r x} \otimes \varphi_{\xi_{x}}\right)(\psi \otimes \Omega) d t d^{3} x
$$

we obtain

$$
\begin{aligned}
\left\|\psi_{1}\right\|_{1} & \leqslant \sum_{r=1}^{n} \int_{\mathbb{R}^{3}} \int_{0}^{\infty} e^{-t \mu}\left\|e^{-t F} \varphi_{1 x_{x}} \Omega\right\|_{1}\left\|\delta_{s x} \psi\right\|_{1} d t d^{3} x \\
& \leqslant n c^{2}\|\psi\|_{0} \int_{0}^{\infty} e^{-t \mu} t^{\beta-1} d t
\end{aligned}
$$

by（A3）and（A6），whence

$$
\left\|\psi_{1}\right\|_{1} \leqslant n c^{2}\|\psi\|_{0} \Gamma(\beta) \mu^{-\beta},
$$

as required．
The conditions（B1）－（B7）are：
（B1）$H$ is a bounded operator from $H_{2}$ into $H$ which is symmetric as an operator on $H$ ．
（B2）$F$ is a nonnegative self－adjoint operator on 7 such that $F \Omega=0$ ．
（B3）The operator $A$ on $D_{2}$ is bounded from $D_{i}$ to $D_{i+1}$ for $i=0,1,2$ ．
（B4）$K_{\mu}=-P_{\sigma} A(F+\mu)^{-1} A P_{0}$ are bounded operators from $D_{0}$ into $H$ for all $\mu>0$ ．Noreover

$$
\lim _{\mu \ngtr 0} K_{\mu} \psi=K \psi
$$

exists for all $\psi \in D_{0}$ ．
（B5）$\langle A \varphi, \psi\rangle=0$ for all $\varphi, \psi \in D_{0}$ ．
（B6）If $\psi \in D_{0}$ and $\mu>0$ ，then．

$$
\psi_{1}=(F+\mu)^{-1} A \psi
$$

lies in $D_{1}$ and satisfies

$$
\left\|\psi_{1}\right\|_{1} \leqslant c \mu^{-\beta}\|\psi\|_{0} .
$$

（B7）If $\psi \in D_{0}$ and $\mu, \nu>0$ ，then

$$
\psi_{2}=(F+\mu)^{-1} P_{1} A(F+\nu)^{-1} A z^{\prime}
$$

lies in $D_{2}$ and satisfies

$$
\left\|\psi_{2}\right\|_{2} \leqslant c \mu^{-\beta} \nu^{-\beta}\|\psi\|_{0} .
$$

Our last two conditions，which do not follow from （A1）－（A7），are
（B8）The operator $(H+K)$ on $D_{0}$ is essentially self－ adjoint as an operator on $H$ ．
（B9）There are self－adjoint operators $H_{\lambda}$ on $H^{\bar{\sigma}} 子$ such that

$$
\begin{equation*}
H_{\lambda} \psi=H \psi+\lambda^{-1} A \psi+\lambda^{-2} F \psi \tag{2.5}
\end{equation*}
$$

for all $\psi$ in $D_{2} \cap \operatorname{dom} F$ ．

Before proving our main theorem we make some comments on the above conditions.
(i) Concerning (B9) we point out that it is not necessary for $H_{\lambda}$ to be essentially self-adjoint on $\exists_{2} \cap \operatorname{dom} F$. Moreover it is not relevant for our purposes to enquire as to which of the self-adjoint extensions is the physically "correct" one. ${ }^{5}$ The existence of a self-adjoint extension is necessary, but this is a fairly weak condition as von Neumann's condition (Ref. 6, p. 143) shows.
(ii) Condition (B8) is of course satisfied if $K$ is norm bounded and $H$ is essentially self-adjoint on $D_{0}$. However the condition in its present form allows us to deal with much more singular perturbations $K$. In order to verify ( B 8 ) one may use the expression

$$
\begin{equation*}
K=-\sum_{r, s=1}^{n} \int_{\mathbb{R}^{6}} \delta_{s y} \delta_{r x}\left\langle\varphi_{s y} F^{-1} \varphi_{r x}\right\rangle_{\mathrm{vac}} d^{3} x d^{3} y \tag{2.6}
\end{equation*}
$$

deduced from Eq. (2,4).
(iii) Ignoring technicalities our only important conditions are (A5)-(A7), which are essentially estimates on the truncated Euclidean $n$-point functions for $n \leqslant 4$. If the field particles have positive mass $m$ the quantities $t^{\beta-1}$ may be replaced by $e^{-m t}$.
(iv) The peculiar restriction (2.1) on the range of values of $\beta$ is surely an artifact of our proof. We conjecture that any $\beta$ with $0<\beta<\frac{1}{2}$ will do. These bounds are necessary for our proof of Eq. (2.3) which in turn is needed to prove the existence of the operator $K$ in (B4).
(v) (A5) can actually be deduced from (A6) by taking the limit $l \rightarrow+\infty$ and using (A2).

Theorem 2.2: Under conditions (B1)-(B9) we have

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \exp \left(-i H_{\lambda} t\right) \psi=\exp (-i(H+K) t) \psi \tag{2.7}
\end{equation*}
$$

for all $\psi \in H$ and $t \in \mathbb{R}$.
Proof: This is yet another variation on calculations in Refs. 7 and 8. It is sufficient to show that for all $\psi_{0} \in D_{0}$ there exist $\psi_{\lambda} \in D_{2} i$ idom $F$ such that

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \psi_{\lambda}=\psi_{0}, \lim _{\lambda \rightarrow 0} H_{\lambda} \psi_{\lambda}=(H+K) \psi_{0} . \tag{2.8}
\end{equation*}
$$

We take

$$
\psi_{\lambda}=\psi_{0}+\psi_{1}+\psi_{2}
$$

where

$$
\psi_{1} \in D_{1} \cap \operatorname{dom} F, \psi_{2}=D_{2} \rho \operatorname{dom} F
$$

are specified precisely below.
We have to estimate

$$
\begin{aligned}
\xi_{\lambda}= & \left(H+\lambda^{-1} A+\lambda^{-2} F\right)\left(\psi_{0}+\psi_{1}+\psi_{2}\right)-(H+K) \psi_{0} \\
= & \left\{\lambda^{-1} A \psi_{0}+\lambda^{-2} F \psi_{1}+\lambda^{-2+\varnothing} \psi_{1}\right\} \\
& +\left\{\lambda^{-1} P_{0} A \psi_{1}-K \psi_{0}\right\} \\
& +\left\{\lambda^{-1} P_{1} A \psi_{1}+\lambda^{-2} F \psi_{2}+\lambda^{-2+\sigma} \psi_{2}\right\} \\
& +H \psi_{1}-\lambda^{-2+} \psi_{1}+H \psi_{2}-\lambda^{-2+\delta} \psi_{2}+\lambda^{-1} A \psi_{2}
\end{aligned}
$$

where $\gamma, \delta$ are to be specified.
We eliminate the first term by putting

$$
\psi_{1}=-\lambda\left(F+\lambda^{r}\right)^{-1} A \psi_{0}
$$

so that $\psi_{1} \in D_{1} \cap \operatorname{dom} F$ and

$$
\left\|\psi_{1}\right\|_{1} \leqslant c \lambda^{1-\beta \gamma}
$$

by (B6). Hence

$$
\lim _{\lambda \rightarrow 0}\left\{\left\|\psi_{1}\right\|+\left\|H \psi_{1}\right\|+\left\|\lambda^{-2+r} \psi_{1}\right\|\right\}=0
$$

provided

$$
\begin{equation*}
1-\beta \gamma>0 \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
-1-\beta \gamma+\gamma>0 \tag{2,10}
\end{equation*}
$$

According to (B4) the second term converges to zero as $\gamma \rightarrow 0$ provided

$$
\begin{equation*}
\gamma>0 . \tag{2.11}
\end{equation*}
$$

We eliminate the third term by putting

$$
\begin{aligned}
\psi_{2} & =-\lambda\left(F+\lambda^{8}\right)^{-1} P_{1} A \psi_{1} \\
& =\lambda^{2}\left(F+\lambda^{6}\right)^{-1} P_{1} A\left(F+\lambda^{6}\right)^{-1} A \psi_{0}
\end{aligned}
$$

so that $\psi_{2} \in D_{2} \cap$ dom $F$ and

$$
\left\|\psi_{2}\right\|_{2} \leqslant c \lambda^{2-\beta \beta-\beta 6}
$$

by (B7). Hence

$$
\lim _{\lambda \rightarrow 0}\left\{\left\|\psi_{2}\right\|+\left\|H \psi_{2}\right\|+\left\|\lambda^{-2+\infty} \psi_{2}\right\|+\left\|\lambda^{-1} A \psi_{2}\right\|\right\}=0
$$

provided

$$
\begin{equation*}
2-\beta \gamma-\beta \delta>0 \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta-\beta \gamma-\beta \delta>0 \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
1-\beta \gamma-\beta \delta>0 \tag{2.14}
\end{equation*}
$$

To prove that Eq. (2.8) is satisfied we therefore need only find $\gamma, \delta$ satisfying Eqs. (2.9)-(2.14).

The last three equations may be rewritten as

$$
\frac{\beta \gamma}{1-\beta}<\delta<\frac{1-\beta \gamma}{\beta}
$$

assuming $0<\beta<1$. This is soluble provided

$$
\begin{equation*}
\beta^{2} \gamma<(1-\beta)(1-\beta \gamma) \tag{2.15}
\end{equation*}
$$

or

$$
1-\beta-\beta \gamma>0
$$

or

$$
\gamma<\frac{1-\beta}{\beta} .
$$

The final conditions on $\gamma$ are therefore

$$
\frac{1}{1-\beta}<\gamma<\frac{1-\beta}{\beta}
$$

which are soluble provided

$$
\begin{equation*}
\beta<(1-\beta)^{2} . \tag{2.16}
\end{equation*}
$$

This is equivalent to Eq. (2.1).

## 3. SOME EXAMPLES

## A. Example 1

We show how to use the above theorems to derive the Yukawa or Coulomb interaction between $N$ particles exchanging virtual bosons. The particles are taken to have Hamiltonians $H^{r}=-\left(1 / 2 m_{r}\right) \Delta_{r}$ on the Hilbert spaces $H^{r}=L^{2}\left(\mathbb{R}^{3}\right)$ and we put

$$
H=\sum_{r=1}^{N} H^{r}
$$

on the Hilbert space tensor product $H$ of the $H^{r}$. If $\mu$ is a $C^{\infty}$ function of compact support on $\mathbb{R}^{3}$ we let $M$ denote the bounded operator

$$
\left(M_{x} \Psi\right)(y)=\mu(y-x) \Psi(y)
$$

on $L^{2}\left(\mathbb{R}^{3}\right)$, this being considered as a regularization of the $\delta$-function at $x$. We then define the bounded operators $\delta_{x}$ on $H$ by

$$
\delta_{x}=\sum_{r=1}^{N} M_{x}^{r}
$$

If $Q_{i}, P_{j}$ are the canonical position and momentum operators on $L^{2}\left(\mathbb{R}^{3}\right)$ with domains equal to the Schwartz space $S$, then for any 6 -tuple $\alpha=\left(\alpha_{1}, \ldots, \alpha_{6}\right)$ of nonnegative integers we put

$$
X_{\alpha}=Q_{1}^{\alpha_{1}} Q_{2}^{\alpha_{2}} Q_{3}^{\alpha_{3}} P_{1}^{\alpha_{4}} P_{2}^{\alpha_{5}} P_{3}^{\alpha_{6}}
$$

and then define $H_{i}^{r} \subseteq H^{r}$ for $0 \leqslant i \leqslant 3$ to be the completion of $S$ for the norm

$$
\|\Psi\|_{i}=\sum_{|\alpha| \leqslant 15-5 i}\left\|X_{\alpha} \Psi\right\|,
$$

where $|\boldsymbol{x}|=\sum_{j=1}^{6} \alpha_{j}$. We define $H_{i} \subseteq H$ to be the Banach space projective tensor product

$$
H_{i}=H_{i}^{1} \hat{\otimes} H_{i}^{2} \hat{\hat{Q}} \cdots \hat{\otimes} H_{i}^{N} .
$$

The truth of (A1) is a consequence of the trivial inequality

$$
\left\|\left(P_{1}^{2}+P_{2}^{2}+P_{3}^{2}\right) \Psi\right\| \leqslant \sum_{|\alpha| \leqslant 5}\left\|X_{\alpha} \Psi\right\|
$$

Using the commutation relations

$$
\left[P_{r}, M_{x}\right]=M_{x}^{\prime}, \quad\left[Q_{s}, M_{x}\right]=0
$$

to commute the operator $M_{x}$ in $X_{\alpha} M_{x} \psi$ to the left-hand side, and then applying the estimate

$$
\left\|M_{x}\left(1+Q_{1}^{2}+Q_{2}^{2}+Q_{3}^{2}\right)^{-2}\right\| \leqslant c\left(1+x^{2}\right)^{-2}
$$

one obtains

$$
\left\|X_{\alpha} \delta_{r x} \psi\right\| \leqslant c\left(1+r^{2}\right)^{-2} \sum_{|\beta| \leqslant|\alpha|+\overline{5}}\left\|X_{\beta} \psi\right\|
$$

This implies

$$
\left\|\delta_{r x} \ddot{\psi}\right\|_{i+1} \leqslant c\left(1+x^{2}\right)^{-2}\|\psi\|_{i}
$$

and hence (A3).
We define 7 to be the boson Fock space with single particle space $L^{2}\left(\mathbb{R}^{3}\right) . F$ is defined to be the free Hamiltonian on 7 which acts on the single particle space according to

$$
(F \psi)(k)=\left(m^{2}+k^{2}\right)^{1 / 2} \psi(k),
$$

where $m \geqslant 0$.
If $i=0,1,2$, we define $7_{i}$ to be the sum of the $m$ particle subspaces of $子$ such that $0 \leqslant m \leqslant i$, with the
usual Hilbert space norm, and observe that (A2) is obviously satisfied.

The field operators $\varphi_{x}$ on $\exists$ are defined by

$$
\varphi_{x}=(2 \pi)^{-3 / 2}\left[a^{*}\left(f_{x}\right)+a\left(f_{x}\right)\right],
$$

where $f_{x}$ is defined as a function on momentum space by

$$
f_{x}(k)=f(k) e^{-i x \circ k}
$$

and the infrared and ultraviolet behaviors of $f$ are controlled by the assumptions that $f \in L^{2}\left(\mathbb{R}^{3}\right)$ and

$$
\begin{equation*}
|f(k)| \leqslant c|k|^{-1 / 2} \tag{3.1}
\end{equation*}
$$

for all $k \in \mathbb{R}^{3}$. Conditions (A4) and (A5) are immediate consequences of the action of the creation and annihilation operators on Fock space. Because the Hamiltonian $F$ is free, (A6) and (A7) are immediate consequences of the following lemma; the presence of $P_{1}$ in (A7) is essential to ensure that only the creation parts of $\varphi_{x}$ and $\varphi_{y}$ have any effect.

Lemma 3.1: If $f \in L^{2}\left(\mathbb{R}^{3}\right)$ satisfies Eq. (3.1) and $f_{x t} \in L^{2}\left(\mathbb{R}^{3}\right)$ is defined for $t>0$ and $x \in \mathbb{R}^{3}$ by

$$
f_{x t}(k)=f(k) \exp \left[-i x \circ k-t\left(m^{2}+k^{2}\right)^{1 / 2}\right]
$$

then for any $\beta$ such that $0 \leqslant \beta \leqslant 1$ we have

$$
\begin{equation*}
\left\|f_{x t}\right\| \leqslant c_{\beta} t^{-t^{-\beta}} \tag{3.2}
\end{equation*}
$$

Proof: The case $\beta=0$ follows from

$$
\left\|f_{x t}\right\| \leqslant\|f\|
$$

so we need only prove the other extreme case $\beta=1$ and interpolate,

$$
\begin{aligned}
\left\|f_{x t}\right\|^{2} & \leqslant \int_{\mathbb{R}^{3}}|f(k)|^{2} e^{-2 t|k|} d^{3} k \\
& \leqslant \int_{\mathbb{R}^{3}} c^{2}|k|^{-1} e^{-2 t|k|} d^{3} k \\
= & 4 \pi c^{2} \int_{0}^{\infty} r e^{-2 t r} d r \\
= & c^{\prime} l^{-2} .
\end{aligned}
$$

We next compute the form of the operator $K$. If we define

$$
\begin{aligned}
W(x-y) & \equiv\left\langle\varphi_{x} F^{-1} \varphi_{y}\right\rangle_{\text {vac }} \\
& =\int_{\mathbb{R}^{3}}\left(m^{2}+k^{2}\right)^{-1 / 2}|f(k)|^{2} \exp [-i(x-y) \cdot k] d^{3} k,
\end{aligned}
$$

then our assumptions on $f$ ensure that $W$ is a bounded continuous function of $(x-y)$. If we remove the ultraviolet cutoff by putting

$$
f(k)=\left(m^{2}+k^{2}\right)^{-1 / 4}
$$

then $W$ equals the Yukawa potential, or the Coulomb potential if $m=0$. In terms of $W$ the operator $K$ is given by Eq. (2.6), namely

$$
\begin{equation*}
K=-\sum_{r, s=1}^{N} \int_{\mathbb{R}^{6}} M_{x}^{r} M_{y}^{s} W(x-y) d^{\beta} x d^{3} y \tag{3.3}
\end{equation*}
$$

The terms with $r \neq s$ describe two-body potentials while the terms with $r=s$ are finite self-energy constants. The validity of condition (B8) is an immediate consequence of the boundedness of the operator $K$.

We do not verify (B9) but refer to Comment (i) before Theorem (2.2).

## B. Example 2

In our second example we consider a more singular interaction where the particle self-energy may be described as a mass renormalization. In order to simplify the treatment as far as possible we consider a single particle with a first order derivative coupling to a three component phonon field. We use the notation of the last example as far as possible, simplified to the case of one particle. The operators $\delta_{r x}$ are defined for $1 \leqslant r \leqslant 3$ by

$$
\delta_{r x}=P_{r} M_{x}+M_{x} P_{r}
$$

and (A1) and (A3) are verified as before.
The boson field is represented by the Fock space 7 with single particle space $L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbb{C}^{3}$, with $F$ being the free Hamiltonian which acts on each single-particle component according to

$$
(F \psi)(k)=|k| \psi(k)
$$

The field operators $\varphi_{r x}$ are defined for $x \in \mathbb{R}^{3}$ and $1 \leqslant r \leqslant 3$ by

$$
\varphi_{r x}=(2 \pi)^{-3 / 2}\left\{a^{*}\left(f_{r x}\right)+a\left(f_{r x}\right)\right\}
$$

where $f_{r x}$ lies in the $r$ th component of $L^{2}\left(\mathbb{R}^{3}\right) \otimes \mathbf{C}^{3}$ but is otherwise independent of $r$ and satisfies the conditions of Lemma 3.1. The interaction Hamiltonian is defined by Eq. (2.2) with $n=3$. The verification of the axioms is exactly as for the previous example, except for (B8).

The verification of ( $B 8$ ) depends upon finding an explicit expression for the operator $K$. Eq. (2.6) may be rewritten as

$$
\begin{aligned}
K= & -\sum_{r=1}^{3} \int_{\mathbb{T R}^{6}} \delta_{r x} \delta_{r z}\left\langle\varphi_{r x} F^{-1} \varphi_{r z}\right\rangle_{\mathrm{vac}} d^{3} x d^{3} z \\
= & -\sum_{r=1}^{3} \int_{\mathbb{T}^{6}}\left(P_{r} M_{x}+M_{x} P_{r}\right)\left(P_{r} M_{z}+M P_{r}\right) \rho(x-z) \\
& \times d^{3} x d^{3} z
\end{aligned}
$$

where

$$
\rho(u)=\int_{\mathbf{n}^{3}}|k|^{-1}|f(k)|^{2} \exp (-i u \cdot k) d^{3} k
$$

is a continuous bounded function on $\mathbb{R}^{3}$ which, for simplicity, we assume to be spherically symmetric. Putting

$$
\left(M_{x}^{r} \psi\right)(y)=\left(-i \partial_{r} \mu\right)(y-x) \psi(y)
$$

we obtain

$$
K=-\sum_{r=1}^{3} \int_{\mathbb{R}^{6}}\left(2 P_{r} M_{x}-M_{x}^{r}\right)\left(2 M_{z} P_{r}+M_{z}^{r}\right) \rho(x-z) d^{3} x d^{3} z
$$

Straightforward calculations show that for any two
$C^{\infty}$ functions $\mu^{1}$ and $\mu^{2}$ of compact support on $\mathbb{R}^{3}$, one has the operator identity

$$
\begin{aligned}
& \int_{\mathbb{R}^{6}} M_{x}^{1} M_{z}^{2} \rho(x-z) d^{3} x d^{3} z \\
& \quad=\int_{\mathbb{R}^{6}} \mu^{1}(x) \mu^{2}(z) \rho(z-x) d^{3} x d^{3} z \cdot 1 \\
& \quad=\int_{\mathbb{R}^{3}} \hat{\mu}^{1}(k) \hat{\mu}^{2}(-k) \rho(k) d^{3} k \cdot 1
\end{aligned}
$$

where ~ denotes the Fourier transform. Using the spherical symmetry of $\mu$ and $\rho$ we obtain

$$
\begin{aligned}
K= & -4\left(P_{1}^{2}+P_{2}^{2}+P_{3}^{2}\right) \int_{\mathrm{IR}^{3}}\{\hat{\mu}(k)\}^{2} \hat{\rho}(k) d^{3} k \\
& -1 \int_{\mathbf{T R}^{3}} k^{2}\{\hat{\mu}(k)\}^{2} \hat{\rho}(k) d^{3} k
\end{aligned}
$$

The operator $(H+K)$ is therefore of the form

$$
H+K=-c-\frac{1}{2 m^{*}} \Delta
$$

with a renormalized mass $m^{*}$. The validity of (B8) is immediate from the fact that $H_{0}$ contains $S$.

## C. Variations of the models

We mention some variations of the above models. Since there is no necessity for a phonon field in the limit of small lattice spacing to be rotationally invariant we should not have supposed this above. The modifications are straightforward and lead to a tensor renor malized mass.

There is no difficulty in dealing with higher order derivative couplings along the lines described above. The renormalized particle Hamiltonian then involves powers of the Laplacian in the spherically symmetric case.

The condition (3.1) on the infrared behavior of $f$ is sufficient to deal with a variety of particle-field interactions (Ref. 9, p. 133; Ref. 10, p. 43). Because of the unclear status of the restrictions on $\beta$ in Eq. (2.1) we are not sure how far (3.1) may be weakened. However the assumption

$$
|f(k)| \leqslant c|k|^{-1}
$$

would correspond to the value $\beta=\frac{1}{2}$ in Eqs. (2.1) and (3.2), and is not sufficient for the convergence of the integral in Eq. (3.3).

We mention that by developing the techniques above it is possible to examine electron-atom interactions in the low density limit, for a fixed coupling constant. ${ }^{11}$ In that case the effective Hamiltonian of the atoms involves multibody potentials of all orders.

For the examples of this section it is also possible to derive the effective interaction by the use of dressing transformations $e^{T(\alpha)}$ as in Ref. 12. Indeed in the proof of Theorem $2.2, \Psi_{\lambda}$ is essentially the sum of the terms of order $\leqslant 2$ in the expansion of $e^{T(\lambda)} \Psi_{0}$ in powers of $\lambda$.

## 4. BOSON EMISSION

In the above analysis nothing corresponding to boson emission appeared. This is rather puzzling in view of the many rigorous calculations obtaining such an effect from asymptotic calculations to the second order in the coupling constant. $2,3,13$ In this section we clarify the situation by yet another study of the Wigner-Weisskopf atom. We assume the reader is familiar with this model, described in Refs. 1, 14, and 15 for example.

One starts with a Hilbert space $H=\mathbf{C} \oplus H_{0}$ where $\mathbf{C}$ represents the particle and $H_{0}$ the quantum field. The Hamiltonian $H_{\lambda}$ is defined for $\lambda>0$ by the matrix

$$
H_{\lambda}=\left[\begin{array}{ll}
\lambda^{2} \omega & \lambda f  \tag{4.1}\\
\lambda f & H
\end{array}\right]
$$

where $\omega \in \mathbb{R}, f \in H_{0}$, and $H \geqslant 0$ is a self-adjoint operator on $H_{0}$. We put $\Omega=\binom{1}{0}$ and study the asymptotic form as $\lambda \rightarrow 0$ of $\left\langle\exp \left(-i H_{\lambda} t\right) \Omega, \Omega\right\rangle$. If $\lambda^{2} \omega$ is replaced by $\omega$ in $H_{\lambda}$, then it is shown in Refs. $\overline{1}, 2$, and 13 that under
suitable conditions

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \exp \left(i \omega \lambda^{-2} t\right)\left\langle\exp \left(-i H_{\lambda} \lambda^{-2} t\right) \Omega, \Omega\right\rangle=\exp [-(a+i b) t] \tag{4.2}
\end{equation*}
$$

for all $t \geqslant 0$, where $b \in \mathbb{R}$ and $a>0$. However in order to relate the Wigner-Weisskopf atom to the calculations of our previous sections we must take $H_{\lambda}$ as in Eq. (4.1). It then turns out that Eq. (4.2) is still valid but with $a=0$, so that for times $0 \leqslant t \leqslant O\left(\lambda^{-2}\right)$ there is no decay. We shall show that there is still exponential decay in this case but that it is a higher order phenomenon. For related results concerning the higher order behavior of the Wigner-Weisskopf atom we refer the reader to Ref. 12.

It turns out that the critical quantity for our analysis is the form near $z=0$ of the function

$$
\begin{equation*}
\mu(z)=\left\langle(z+H)^{-1} f, f\right\rangle \tag{4.3}
\end{equation*}
$$

defined and analytic for $|\arg z|<\pi$. This behavior determines the form of the infrared singularity of the quantum field. We assume that for some constants $\omega_{0}>0, c>0$ and $0<\beta<1$

$$
\begin{equation*}
\mu(z)=\omega_{0}-c z^{\beta}+o\left(|z|^{\beta}\right) \tag{4.4}
\end{equation*}
$$

as $|z| \rightarrow 0$ with $|\arg z|<\pi$. We make some comments to motivate this condition.
(i) If $\rho(d k)$ is the measure on $[0, \infty]$ such that

$$
\left\langle(H+z)^{-1} f, f\right\rangle=\int_{0}^{\infty}(k+z)^{-1} \rho(d k)
$$

then the existence of a condition such as (4.4) depends only on the form of $\rho$ near the origin. For we can always write

$$
\mu(z)=\int_{0}^{\epsilon}(k+z)^{-1} \rho(d k)+\int_{0}^{\infty}(k+z)^{-1} \rho(d k)
$$

and the second integral is analytic in the region $\{|z|<\epsilon\}$.
(ii) If $H_{0}=L^{2}\left(\mathbb{R}^{3}\right),(H \psi)(k)=|k| \psi(k)$ for all $\psi \in H_{0}$ and

$$
f(k)=|k|^{\beta / 2-1}(a+|k|)^{-1}
$$

for some $a>0$ and $0<\beta<1$, then by Ref. 10, p. 215,

$$
\begin{aligned}
\mu(z) & =4 \pi \int_{0}^{\infty} k^{\beta}(a+k)^{-2}(z+k)^{-1} d k \\
& =\frac{1}{a-z}\left\{\frac{\pi\left(a^{\beta}-z^{\beta}\right)}{(a-z) \sin \pi \beta}-\frac{\beta \pi a^{\beta-1}}{\sin \pi \beta}\right\}
\end{aligned}
$$

which satisfies (4.4).
(iii) There are analogous conditions for $\beta \geqslant 1$ for which more complicated versions of the following analysis may be carried out.

It is easy to show that the Hamiltonian $H_{\lambda}$ has a negative energy eigenvalue if and only if $\omega<\omega_{0}$. In mathematical terms $\omega=\omega_{0}$ is a critical threshold for the bound state to dissolve into the continuum; physically it is the threshold for the emission of bosons in an analogous fashion to Cerenkov radiation (see Ref. 9, p. 136 and Ref. 10, p. 46). From now on we assume that $\omega>\omega_{0}$.

Lemma 4.1: If $\operatorname{Im} z>0$, then

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \lambda^{\alpha}\left\langle\left(H_{\lambda}-E_{\lambda}+\lambda^{\alpha} z\right)^{-1} \Omega, \Omega\right\rangle=(z+a+i b)^{-1} \tag{4.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=2+2 \beta, E_{\lambda}=\lambda^{2}\left(\omega-\omega_{0}\right) \\
& a+i b=c\left|\omega-\omega_{0}\right|^{\beta} e^{\pi i \beta} \tag{4.6}
\end{align*}
$$

Proof: Applying Eq. (4.4) to the standard formula

$$
\begin{equation*}
\left\{\left\langle\left(H_{\lambda}+z\right)^{-1} \Omega, \Omega\right\rangle\right\}^{-1}=\lambda^{2} \omega+z-\lambda^{2} \mu(z), \tag{4.7}
\end{equation*}
$$

we obtain

$$
\begin{aligned}
&\left\{\lambda^{\alpha}\right.\langle \\
&\left.\left.\left(H_{\lambda}-E_{\lambda}+\lambda^{\alpha} z\right) \Omega, \Omega\right\rangle\right\}^{-1} \\
&= \lambda^{-\alpha}\left\{\lambda^{-2} \omega-E_{\lambda}+\lambda^{\alpha} z\right. \\
&\left.-\lambda^{2}\left[\omega_{0}-c\left(-E_{\lambda}+\lambda^{\alpha} z\right)^{\beta}+o\left(\left|E_{\lambda}-\lambda^{\alpha} z\right|^{\beta}\right)\right]\right\} \\
&= z+\lambda^{2-\alpha} c\left\{-\lambda^{2}\left(\omega-\omega_{0}\right)+\lambda^{\alpha} z\right\}^{\beta}+o\left(\lambda^{2-\alpha+2 \beta}\right) \\
&= z+\left\{-\left(\omega-\omega_{0}\right)+0 i\right\}^{\beta}+o(1) \\
&= z+c\left|\omega-\omega_{0}\right|^{\beta} e^{\text {ri }}+o(1)
\end{aligned}
$$

as required.
Theorem 4.2: If $\omega>\omega_{0}$ and Eq. (4.4) is satisfied, then

$$
\begin{equation*}
\lim _{\lambda \rightarrow 0} \exp \left(i E_{\lambda} \lambda^{-\alpha} t\right)\left\langle\exp \left(-i H_{\lambda} \lambda^{-\alpha} t\right) \Omega, \Omega\right\rangle=e^{-i \Delta t-b t} \tag{4.8}
\end{equation*}
$$

for all $t \geqslant 0$, where $E_{\lambda}, \alpha, a, b$ are defined by Eq. (4.6).

## Proof: Defining

$$
K_{\lambda}=\lambda^{-\alpha}\left(H_{\lambda}-E_{\lambda}\right)
$$

Eq. (4.5) may be rewritten in the form

$$
\lim _{\lambda \rightarrow 0}\left\langle\left(K_{\lambda}+z\right)^{-1} \Omega, \Omega\right\rangle=(z+a+i b)^{-1} .
$$

It is a consequence of Ref. 17 or of Fourier analysis that

$$
\lim _{\lambda \rightarrow 0}\left\langle\exp \left(-i K_{\lambda} t\right) \Omega, \Omega\right\rangle=\exp (-i a t-b|t|)
$$

for all $t \in \mathbb{R}$, and this implies Eq. (4.8).
In less precise terms Eq. (4.8) states that

$$
\begin{aligned}
\left\langle\exp \left(-i H_{\lambda} t\right) \Omega, \Omega\right\rangle \sim & \exp \left\{-i \lambda^{2}\left(\omega-\omega_{0}\right) t\right. \\
& \left.-i a \lambda^{\alpha} t-b \lambda^{\alpha} t\right\}
\end{aligned}
$$

as $\lambda \rightarrow 0$ for $0 \leqslant t \leqslant O\left(\lambda^{-\alpha}\right)$. Thus the bound state is unstable and decays at the rate $2 b \lambda^{\alpha}$. To obtain the decay rate we needed to work to the order $\alpha$ in the coupling constant; we see that $\alpha>2$ and $\alpha$ is not necessarily an integer. The occurrence of such noninteger powers of $\lambda$ is a commonplace of higher order analysis and is frequently associated with nonexponential decay. ${ }^{7}$

A glance at Eq. (4.5) suggests that the exponential decay is associated with a pole on the unphysical sheet of the resolvent near the point

$$
z_{\lambda}=\lambda^{2}\left(\omega-\omega_{0}\right)+\lambda^{\alpha}(a+i b) .
$$

As $\lambda \rightarrow 0$ this point converges to the origin, where the resolvent has an essential singularity so that an application of the methods of Refs. 17-19 would not be straightforward. In our approach, however, we needed estimates only on the matrix elements of the resolvent in the physical sheet. We did not assume the existence of boundary values on the real axis as in Ref. 20 let alone the existence of an analytic continuation to the unphysical sheet.
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# Microscopic theory of superfluid Fermi systems. I. Binary expansion 
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#### Abstract

This is the first of two papers in which the binary expansion is used to study the properties of hard core fermi systems with broken gauge symmetry. In this paper, which is primarily formal, symmetry-breaking source terms are introduced into the generating function for thermodynamic quantities, and an exact expression is obtained for the generating function in terms of single-particle and two-particle sources and the reaction matrices for the two-body problem. In a subsequent paper, the theory is applied to a dilute hard sphere fluid.


## I. INTRODUCTION

At the present time, a discontinuity exists between the theory of classical fluids and the theory of degenerate quantum fluids. It is our aim in this and a subsequent paper to try to bridge the gap.

The theory of classical fluids is largely based on the use of binary expansions (expansions in terms of exact two body processes). For example, for equilibrium systems, the Ursell-Mayer expansion is used to calculate virial coefficients and provides an important tool for determining the form of the interparticle potential in real gases. ${ }^{1}$ In nonequilibrium systems, binary expansions have been used to show that the currentcorrelation functions for moderately dense gases exhibit long time tails。 ${ }^{2}$ The importance of binary expansions is that they provide a theory of many-body systems in which the integrity of the basic two-body processes is preserved.

On the other hand, the theory of degenerate quantum fluids has been based largely on the use of perturbation expansions, $i_{c}$ e., quantum field theory. While quantum field theory has led to huge advances in our understanding of real degenerate quantum fluids, it can only be considered as a phenomenological theory for fluids in which the particles have hard cores or can form bound states. In quantum field theory, the integrity of the basic two-body processes is completely lost.

The binary expansion has been used to study degenerate quantum fluids but has had a varied history. It was first studied by Lee and Yang ${ }^{3}$ for the case of normal Fermi fluids and for boson fluids with broken gauge symmetry. While Lee and Yang never introduced a systematic method for dealing with self-energy effects (the proper treatment of self-energy terms is of fundamental importance in a symmetry broken fluid because they determine the form of the gap equation), they did introduce the so-called $x$-ensemble as a means of summing terms in the binary expansion for boson fluids below the critical temperature. The original work of Lee and Yang was later extended by Mohling, ${ }^{4}$ who was able to resum self-energy effects in a consistent manner by means of his $\Lambda$-transformation. The binary expansion has never yet been applied to a Fermi fluid with broken gauge symmetry.
In a recent series of papers, ${ }^{5-7}$ (referred to here as RI, RII, and RIII) the author has reexamined the binary
expansion for normal Fermi fluids and has shown that there is an alternative method (to the $\Lambda$-transformation) for treating self-energy effects in the binary expansion. The method introduced in RI-RIII agrees more in spirit with the methods used in quantum field theory. In the present series of papers, we shall use some of the results of RI-RIII to study the behavior of symmetry broken Fermi fluids using the binary expansion.

The breaking of gauge symmetry in a Fermi fluid appears in the form of off-diagonal long-range order (ODLRO) ${ }^{8}$ in the reduced two-body density matrices. In quantum field theory the standard method of treating such systems is to introduce symmetry breaking source terms into the density operator ${ }^{9,10}$ and to resum selfenergy effects with the source terms present. At the end of the calculation the source terms are set equal to zero, and as a result one obtains a self-consistent equation for the gap function.

In the present paper, we shall show that such methods can also be used for the binary expansion and indeed provide a simpler and more transparent means of studying symmetry broken quantum fluids than the $x$-ensemble introduced by Lee and Yang. Since most properties of the binary expansion that we shall use have been discussed at great length in RI-RIII we shall continually refer to those papers and only discuss differences introduced by the symmetry-breaking source terms. The present paper will concentrate on formal properties of the binary expansion in the presence of symmetry-breaking sources. In a subsequent paper we shall apply our results to the case of a low-density hard-sphere Fermi fluid. This application will make the differences between the binary expansion and quantum field theory quite clear.

The ultimate purpose of this work, of course, is to obtain a deeper understanding of the processes leading to super fluidity in liquid $\mathrm{He}^{3}$. Both the perturbation expansion (quantum field theory) and the binary expansion are valid solutions to the differential equation for the N -body density operator. It therefore is of interest to see what they both have to say on the subject.

We shall begin in Sec. II, by writing a generating function for various thermodynamic quantities in terms of a density operator containing one- and two-body source operators. The one-body source operators will enable us to define Green's functions and expectation values; the two-body source operators will allow us to
obtain an equation for the gap function below the critical temperature．In Sec．III，the density operator will be expanded in terms of binary operators and the source operators，and a partial resummation of the density operator will be performed．In Sec．IV，we explicitly write the generating function in terms of antisymme－ trized matrix elements in the momentum representation and introduce an expansion for it in terms of 0 dia－ grams．In Sec．V，we resum terms in the expression for the generating function and write it in terms of a new generating function which depends only on connected 0 diagrams and therefore is proportional to the volume． We then go on to define all expectation values and the grand potential in terms of connected diagrams．Final－ ly，in Sec．VI，we obtain an expression for the generat－ ing function in terms of source operators and reaction matrices for two－body scattering processes in the fluid．

## II．GENERATING FUNCTION FOR THERMODYNAMIC QUANTITIES

Expressions for the grand potential，various expecta－ tion values，and the finite temperature Green＇s func－ tions for an equilibrium hard core Fermi fluid in which gauge symmetry has been broken can be derived from a single generating function．

We shall consider a system of spin－$\frac{1}{2}$ fermions with magnetic moment $\mu$ ，which interact with one another via a spherically symmetric potential $V\left(\left|\mathbf{r}_{i j}\right|\right)\left(\mathbf{r}_{i j}\right.$ is the relative position between particles $i$ and $j$ ）．We shall assume that $V\left(\left|\mathbf{r}_{i j}\right|\right)$ is short ranged and spin independent with a large repulsive core for small values of $\left|r_{i j}\right|$ and a weak attractive region for larger values of $\left|\mathbf{r}_{i j}\right|$ ．We shall not include the magnetic dipole inter－ action，although there would be no difficulty in doing so．

In order to include the possibility of broken gauge symmetry in the Fermi fluid，we shall explicitly break the gauge symmetry by including one－particle and two－ particle source terms in the density operator for the system．The one－particle source terms will enable us to obtain the finite temperature Green＇s functions and expectation values for the system．The two－particle source terms will enable us to obtain the anomalous Green＇s functions．At the end of the calculation we will set the strength of the source terms equal to zero．In a Fermi system，the broken symmetry appears as ODLRO（off－diagonal long－range order）in the two body reduced density．Thus，setting the single－particle source strength to zero has no effect．However，the two－particle source terms select out precisely those quantities which exhibit ODLRO．If the system has a spontaneously broken symmetry，the terms selected by the two－body sources will not vanish when the source strength goes to zero．We can use this fact to deter－ mine the temperature at which ODLRO sets in．

We can obtain the grand partition function，expecta－ tion values，and the temperature dependent Green＇s function from the following generating function：

$$
\begin{equation*}
L\left(\beta, g_{,} \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)=\sum_{N=0}^{\infty} \mathrm{Tr}_{N} e^{-\beta\left(H^{N}+\Delta H_{\mathrm{I}}^{N}+\Delta H_{\mathrm{II}}^{N}\right)}, \tag{II.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{N}=T^{N}-g N+V^{N} \tag{II.2}
\end{equation*}
$$

$$
\begin{equation*}
\Delta H_{\mathrm{I}}^{N}=\mathrm{S}_{\mathrm{I}}^{\mathrm{N}(+)}+\mathrm{S}_{\mathrm{I}}^{N(-)} \tag{I,3}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta H_{\mathrm{II}}^{N}=\mathrm{S}_{\mathrm{II}}^{N(+)}+\mathrm{S}_{\mathrm{II}}^{N(-)} \tag{II,4}
\end{equation*}
$$

In Eq。（III 1）， $\operatorname{Tr}_{N}$ denotes a trace with respect to a complete set of $N$－body states，$B=\left(K_{B} T\right)^{-\frac{1}{2}}$ ，where $K_{B}$ is Boltzmann＇s constant and $T$ is the absolute tempera－ ture，$g$ is the chemical potential，$\nu_{\mathrm{r}}$ is the single－par－ ticle source strength，and $\nu_{\mathrm{II}}$ is the two－particle source strength．

In Eq．（II．2），$T^{N}$ is the kinetic energy operator

$$
\begin{equation*}
T^{N}=\sum_{i=1}^{N} \frac{K_{i}^{2}}{2 m} \tag{II.5}
\end{equation*}
$$

where Planck＇s $\hbar \approx 1, K_{i}$ is the wave vector of the $i$ th particle，and $m$ is the mass of a fermion；$V^{N}$ is the interaction potential energy operator

$$
\begin{equation*}
V^{N}=\sum_{i<j=1}^{N\langle N-1 / 2} V_{i j} \tag{II.6}
\end{equation*}
$$

where $V_{i j} \equiv V\left(\left|\mathbf{r}_{i j}\right|\right)$ 。
In Eq．（II． 3 ），$S_{\mathrm{I}}^{N(+)}$ is an $N$－particle source which emits single particles and $S_{1}^{(-)}$is an $N$－particle sink which absorbs single particles．They may be written

$$
\begin{equation*}
S_{\mathrm{I}}^{N(*)}=\nu_{r} \sum_{i=1}^{N} s_{i}^{(\star)} \tag{II,7}
\end{equation*}
$$

where $s_{i}^{*}$ is a source for particle $i$ and $s_{i}^{\sim}$ is a sink for particle $i$ ．Similarly，in Eq。 $\left(\Pi_{0} 4\right) S_{\mathrm{II}}^{N(\star)}$ are $N$－particle sources and sinks for pairs of particles．They may be written

$$
S_{I I}^{N( \pm)}=\nu_{1 I} \sum_{i<j=1}^{N(N-1) / 2} S_{i j}^{(\xi)}
$$

where $s_{i j}^{*}$ is a source for pair $i j$ and $s_{i j}^{(-)}$is a sink for pair $i j$ ．In Sec．III，we explain how these source opera－ tors are to be used．

Expectation values of ordinary one－and two－body operators

$$
\begin{equation*}
0_{1}^{N}=\sum_{i=1}^{N} 0_{i} \tag{II.9}
\end{equation*}
$$

and

$$
\begin{equation*}
0_{2}^{N}=\sum_{i<j=1}^{N(N-1) / 2} 0_{i j} \tag{o}
\end{equation*}
$$

（these can include the source operators themselves）are def ined

$$
\begin{align*}
\left\langle 0_{1(2)}\right\rangle= & \lim _{\nu \mathrm{L}, \nu \mathrm{I} \mathrm{I}^{-0}}\left[\left(\sum_{N_{\mathrm{N} 0}}^{\infty} \operatorname{Tr}_{N} e^{-\beta\left(H^{N}+\Delta H_{\mathrm{I}^{N}+\Delta H_{\mathrm{II}}}^{N} 0_{1(23}^{N}\right)}\right.\right. \\
& \left.\times\left(\sum_{N_{2} 0}^{\infty} \operatorname{Tr}_{N} e^{-\beta\left(H^{N}+\Delta H_{\mathrm{I}^{N}}^{N} \Delta H_{\mathrm{II}}^{N}\right)}\right)^{-1}\right] . \tag{II,11}
\end{align*}
$$

## III．LADDER DIAGRAMS

In order to evaluate the trace in Eqs．（II．1）and （II．11），it is convenient to study the quantity $e^{\beta H_{0}^{N}} e^{-\beta\left(H^{N}+\Delta H_{1}^{N}+\Delta H_{I I}^{N}\right)}$ which may be written $e^{\beta H_{0}^{N}} e^{-\beta\left(H^{N}+\Delta H_{1}^{N}+\Delta H_{I I}^{N}\right)}=W^{N}(\beta, 0)+\sum_{n=1}^{\infty}(-1)^{n} \int_{0}^{B} d \lambda_{1} \int_{0}^{\lambda_{1}} d \lambda_{2} \ldots$

$$
\times \int_{0}^{\lambda_{n-1}} d \lambda_{n} W^{N}\left(\beta_{1} \lambda_{1}\right)\left[\Delta H_{1}^{N}\left(\lambda_{1}\right)\right.
$$

$$
\begin{align*}
& \left.+\Delta H_{\mathrm{II}}^{N}\left(\lambda_{2}\right)\right] W^{N}\left(\lambda_{1}, \lambda_{2}\right)\left[\Delta H_{\mathrm{I}}^{N}\left(\lambda_{2}\right)\right. \\
& \left.+\Delta H_{\mathrm{II}}^{N}\left(\lambda_{2}\right)\right] \times \cdots \times\left[\Delta H_{\mathrm{I}}^{N}\left(\lambda_{n}\right)\right. \\
& \left.+\Delta H_{\mathrm{II}}^{N}\left(\lambda_{n}\right)\right] W^{N}\left(\lambda_{n}, 0\right), \tag{III,1}
\end{align*}
$$

where

$$
\begin{align*}
& H_{0}^{N} \equiv T^{N}-g^{N}  \tag{III.2}\\
& \Delta H_{\mathbf{I}(\mathrm{II})}^{N}(\lambda)=e^{\lambda H_{0}^{N}} \Delta H_{\mathbf{I}(\mathrm{II}}^{N} e^{-\lambda H_{0}^{N}}, \tag{III。3}
\end{align*}
$$

and

$$
\begin{equation*}
W^{N}\left(\lambda, \lambda_{0}\right)=e^{\lambda H_{0}^{N}} e^{-\left(\lambda-\lambda_{0}\right) H^{N}} e^{-\lambda H_{0}^{N}} \tag{III。4}
\end{equation*}
$$

The operator $W^{N}\left(\lambda, \lambda_{0}\right)$ can be expanded either in a perturbation expansion or a binary expansion．If we expand it in a perturbation expansion，then the proce－ dure which we shall introduce in subsequent sections would enable us to reproduce all the results of field theory．However，by expanding in a perturbation expan－ sion，we destroy the integrity of the basic scattering processes in the fluid．If we expand $W^{N}\left(\lambda, \lambda_{0}\right)$ in a binary expansion，we can obtain expressions for thermodynamic quantities in terms of the exact solution of the two－body problem and，in the classical limit，we can recover the Ursell－Mayer expansion．

In this paper，we wish to write the thermodynamic properties of a symmetry broken Fermi fluid in terms of solutions to the two－body problem，and therefore we will expand $W^{N}\left(\lambda, \lambda_{0}\right)$ ，wherever it appears，in terms of the following binary expansion：

$$
\begin{equation*}
W^{N}\left(\lambda, \lambda_{0}\right)=1+\sum_{\mu=1}^{N(N-1) / 2} \int_{\lambda_{0}}^{\lambda} d \lambda_{1} R_{\mu}\left(\lambda, \lambda_{1}\right) M_{\mu}^{N}\left(\lambda_{1}, \lambda_{0}\right), \tag{III.5}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\mu}^{N}\left(\lambda_{1}, \lambda_{0}\right)=1+\sum_{\nu \neq \mu=1}^{N(N-1) / 2} \int_{\lambda_{0}}^{\lambda_{1}} d \lambda_{2} R_{\nu}\left(\lambda_{1}, \lambda_{2}\right) M_{\nu}^{N}\left(\lambda_{2}, \lambda_{0}\right) \tag{IIII.6}
\end{equation*}
$$

The binary operator $R_{\mu}\left(\lambda_{i}, \lambda_{j}\right)$ depends on the pair of particles $\mu$ and is defined

$$
\begin{equation*}
R_{\mu}\left(\lambda_{i}, \lambda_{j}\right)=-\frac{\partial}{\partial \lambda_{j}} W^{\mu}\left(\lambda_{i}, \lambda_{j}\right), \tag{III.7}
\end{equation*}
$$

where $W^{\mu}$ is defined in Eq．（III．4）and depends on the pair of particles $\mu_{\text {。 }}$ ．The binary operator obeys the identity

$$
\begin{equation*}
R_{\mu}\left(\lambda_{3}, \lambda_{1}\right)=\left[1+\int_{\lambda_{2}}^{\lambda_{3}} d s R_{\mu}\left(\lambda_{3}, s\right)\right] R_{\mu}\left(s, \lambda_{1}\right) \tag{III.8}
\end{equation*}
$$

（cf．RI for more discussion）．
It is useful to express Eq。（III，1）geometrically：

$$
\begin{equation*}
e^{B H_{0}^{N}} e^{-B\left(H^{N}+\Delta H_{\mathrm{I}}^{N}+\Delta H_{\mathbf{I I}}^{N}\right)}=\sum_{Q=0}^{\infty} \text { (all different } Q \text { th order } \tag{III,9}
\end{equation*}
$$

To construct a $Q$ th order $N$－particle ladder diagram， first draw $N$ vertical lines and label them from left to right from 1 to $N$ ．At the top draw a horizontal line labeled $\beta$ and below it draw $Q$ horizontal lines labeled from $\lambda_{1}$ to $\lambda_{Q}$ from top to bottom．Ladder diagrams are
completed by inserting $X^{2}$ s into boxes and triangular one－and two－particle source vertices on horizontal lines according to the rules in Appendix $A$ 。

Some examples of four－particle ladder diagrams are given in Fig．1．Algebraic expressions for the diagrams in Fig． 1 are

$$
\begin{aligned}
& \nu_{\mathrm{I}} \nu_{\mathrm{II}} \int_{0}^{\beta} d \lambda_{1} \int_{0}^{\lambda_{1}} d \lambda_{2} \int_{0}^{\lambda_{2}} d \lambda_{3} \int_{0}^{\lambda_{3}} d \lambda_{4} \int_{0}^{\lambda_{4}} d \lambda_{5} R_{12}\left(\beta, \lambda_{1}\right) s_{34}^{-}\left(\lambda_{2}\right) \\
& \quad \times R_{23}\left(\lambda_{2}, \lambda_{3}\right) s_{3}^{+}\left(\lambda_{4}\right) R_{34}\left(\lambda_{42} \lambda_{5}\right), \\
& \text { Fig。1(a) } \\
& -\nu_{\mathrm{I}}^{2} \nu_{\mathrm{II}} \int_{0}^{\beta} d \lambda_{1} \int_{0}^{\lambda_{1}} d \lambda_{2} \int_{0}^{\lambda_{2}} d \lambda_{3} \int_{0}^{\lambda_{3}} d \lambda_{4} \int_{0}^{\lambda_{4}} d \lambda_{5} \int_{0}^{\lambda_{5}} d \lambda_{6} s_{12}^{+}\left(\lambda_{1}\right) s_{2}^{-}\left(\lambda_{2}\right) \\
& \quad \times R_{23}\left(\lambda_{2}, \lambda_{3}\right) R_{12}\left(\lambda_{3}, \lambda_{4}\right) R_{23}\left(\lambda_{4}, \lambda_{5}\right) s_{1}^{-}\left(\lambda_{6}\right)_{0} \\
& \text { Fig。1(b) }
\end{aligned}
$$

At this point it is possible to write Eq．（III．1）in terms of a cluster expansion（cf．RI，Sec．II）by sum－ ming large classes of unconnected ladder diagrams．We would then obtain an expression for Eq．（III．1）in terms of a sum of products of connected ladder diagrams．If no source terms were present，this would be a useful way to proceed because matrix elements of connected ladder diagrams would then be proportional to the volume and we would have located all the volume depen－ dence of our generating function．However，the source terms give rise to additional volume dependence in the connected ladder diagrams．Therefore，we shall work directly with the ladder diagrams themselves．

The ladder diagrams can be simplified if we make use of Eq．（III．8）to sum large classes of terms which con－ tain disjoint internal chains of crosses（cf．RI，Sec．II and RI，Appendix A）。We then can write Eq。（III，9）as follows：
$e^{\beta H_{0}^{N}} e^{-B\left(H^{N}+\Delta A_{\mathrm{I}}^{N}+\Delta H_{\mathrm{II}}^{N}\right)}$
$=\sum_{i}^{\infty}$（all different $Q$ th order $N$－particle
$\nabla_{\nabla=0}$ contracted ladder diagrams）．
Contracted ladder diagrams are drawn and evaluated in the same way as ladder diagrams except that Rule （ $\mathrm{A}_{0}$ 1）of the Appendix is changed to read
（III．i）One and only one cross can occur between any two horizontal lines．The upper end of each cross must either rest on the line $\lambda=\beta$ or must connect to a higher cross or triangle．

We can now use Eq．（III，10）to evaluate the trace in Eq．（II．1）


FIG．1．Four－particle ladder diagrams．

## IV．GENERATING FUNCTION IN THE MOMENTUM REPRESENTATION

Since we are dealing with a system of identical fermions，we will evaluate the trace in Eq．（II．1）with respect to a complete set of $N$－particle antisymmetrized momentum and spin eigenstates of $H_{0}^{N}$ which we denote

$$
\begin{equation*}
\left|K_{1}, \ldots, K_{N}\right\rangle^{(a)}=\sum_{\triangleright}(\epsilon)^{\triangleright}\left|K_{1}, \ldots, K_{N}\right\rangle, \tag{IV.1}
\end{equation*}
$$

where $\Sigma_{p}$ is the sum of all permutations of quantities $K_{j}$ ，and $\epsilon=-1$（we write $\epsilon$ rather than -1 because it allows us to keep track of terms which result from exchange effects）．As usual，each particle is assigned a definite position in the ket，the quantity $K_{j}$ which occurs in the $j$ th position gives the momentum and spin of the particle； $\mathrm{i}_{\mathrm{o}} \mathrm{e}_{0}, K_{j}=\left(\mathrm{K}_{j}, \gamma_{j}\right)$ ．The ket $\mid K_{1}, \ldots$ ， $\left.K_{N}\right)^{(a)}$ is not normalized but must be multiplied by a factor $(N!)^{-1 / 2}$ ．We can only use the antisymmetrized states to obtain matrix elements of operators which are symmetric under interchange of particles．

The generating function can now be written

$$
\begin{align*}
L\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)= & \sum_{N=0}^{\infty}\left(\frac{1}{N^{1}!}\right)_{K_{1}}, \sum_{0 \circ, K_{N}} \exp \left(-\beta \sum_{i=1}^{N} \omega_{i}\right)\left\langle K_{1}, \ldots, K_{N}\right| \\
& \times e^{\beta H_{\partial}^{N}} e^{-\beta\left(H^{N}+\Delta H_{\mathrm{I}}^{N}+\Delta H_{\mathrm{II}}^{N}\right)} \mid K_{1}, \ldots, K_{N}{ }^{(a)}, \tag{IV.2}
\end{align*}
$$

where

$$
\begin{equation*}
\omega_{j}=K_{j}^{2} / 2 m-g . \tag{IV.3}
\end{equation*}
$$

With the definition of $e^{B H_{0}^{N}} e^{\sigma B\left(H^{N}+\Delta H_{\mathrm{I}}^{N}+\Delta H_{\mathrm{II}}^{N}\right)}$ given in Eq．（III．10），the method of evaluation of the matrix element in Eq．（IV．2）is straightforward and has been discussed elsewhere（cf．RI，for example）．However， the source terms introduce some new features which we shall discuss irl some detail．

The source termas can be thought of as＂half－poten－ tials．＂They give rise to vertices in which particles can only enter or only leave．One way to evaluate Eq． （IV．2）would be to treat $s_{j}^{( \pm)}$and $s_{i f}^{( \pm)}$as normal poten－ tials and at the end of the calculation，eliminate all contributions from lines which leave $s_{j}^{(-)}$or $s_{i j}^{(-)}$and all contributions from lines which enter $s_{j}^{(+)}$or $s_{i j}^{(+)}$，since these would be ccntributions from nonexistent particles． The main difficulty in evaluating Eq．（IV．2）is in count－ ing terms correctly．We can treat the sources as＂half－ potentials＂if we introduce the following devices．We def ine the sources in the momentum representation as

$$
\begin{align*}
& s_{i}^{-} \equiv \nu_{\mathrm{I}} \sum_{K_{a}}^{-} s_{K_{a}}^{-}\left(\left|0_{a}\right\rangle\left\langle K_{a}\right|\right)_{i},  \tag{IV.4}\\
& s_{i}^{+} \equiv \nu_{\mathrm{I}} \sum_{K_{a}} s_{K_{a}}^{+}\left(\left|K_{a}\right\rangle\left\langle 0_{a}\right|\right)_{i},  \tag{IV.5}\\
& s_{i j}^{-}=\nu_{I_{I}} \sum_{K_{a} K_{b}} s_{K_{a} K_{b}}^{-}\left(\left|0_{a} 0_{b}\right\rangle\left\langle K_{a} K_{b}\right|\right)_{i j},
\end{align*}
$$

and

$$
\begin{equation*}
s_{i j}^{+}=\nu_{\text {II }} \sum_{K_{a} K_{b}} s_{K_{a} K_{b}}^{+}\left(\left|K_{a} K_{b}\right\rangle\left\langle 0_{a} 0_{b}\right|\right)_{i j} \tag{IV.7}
\end{equation*}
$$

The states $\left.10_{a} 0_{l},\right\rangle$ are introduced for counting purposes and are defined to satisfy the relation

$$
\begin{aligned}
\left\langle K_{1} K_{2} \mid 0_{a} 0_{b}\right\rangle & =\epsilon\left\langle K_{2} K_{1} \mid 0_{a} D_{b}\right\rangle \\
& =\left\langle K_{1} \mid 0_{a}\right\rangle\left\langle K_{2} \mid 0_{b}\right\rangle=\epsilon\left\langle K_{2} \mid 0_{a}\right\rangle\left\langle K_{1} \mid 0_{b}\right\rangle \text {.(IV. 8) }
\end{aligned}
$$

With the above definitions of the source terms，the
procedure for writing the generating function in terms of matrix elements of two－body and one－body operators is as follows：We first use Eq．（III，10）to write $L\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ in terms of matrix elements of the binary operators，$R_{\mu}\left(\lambda_{i}, \lambda_{j}\right)$ ，and the source operators．We then use Eq．（IV．8）to combine terms．At the very end of the calculation we set $\left\langle K_{i} \mid 0_{a}\right\rangle=\left\langle 0_{a} \mid K_{i}\right\rangle=\delta_{K_{i} 0_{a}}$ and sum over $K_{\mathbf{i}}$ ．Terms which have matrix elements of binary operators $\left\langle K_{1} K_{2}\right| R_{u}\left(\lambda_{i}, \lambda_{j}\right)\left|K_{3} K_{4}\right\rangle$ or source terms $s_{K_{1}}^{ \pm}, s_{K_{1}}^{ \pm}, K_{2}$ with one or more momenta equal to zero are then set equal to zero since they represent processes involving nonexistent particles．

As a result of the above procedure，we are lead to the following expression for the generating function：

$$
\begin{array}{r}
L\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)=\Sigma  \tag{IV.9}\\
\left(\begin{array}{c}
\text { (all different } \\
0 \text { diagrams })
\end{array}\right.
\end{array}
$$

A 0 diagram is a collection of $R$－vertices，$s_{I}^{( \pm)}$－ver－ tices，$s_{\mathrm{II}}^{(\mathrm{t})}$－vertices，solid lines，and wavy lines． $R$－vertices have two lines entering and two lines leaving， $s_{\mathrm{I}}^{-}$－vertices have one line entering，$s_{\mathrm{I}}^{+}$－vertices have one line leaving，$s_{\mathrm{II}^{-}}^{-}$vertices have two lines entering， $s_{\text {II }}^{*}$－vertices have two lines leaving．Wavy lines can only be directed to the left but solid lines can be directed to the left or right．No wavy line double bonds can connect two $R$－vertices．No lines in the diagram can be broken． Two 0 diagrams differ if they have different topological structure or if they have the same topological structure but the lines are of different types or directions．

Algebraic expressions can be associated with the 0 diagrams according to the rules in Appendix B．

Some examples of 0 diagrams are given in Fig。2． Algebraic expressions for the diagrams in Fig． 2 are

$$
\begin{align*}
& \frac{1}{3!}\left[\sum_{K_{1}} \epsilon \ln \left(1-\epsilon e^{\left.-\beta \omega_{1}\right)}\right]^{3}\right.  \tag{a}\\
& \frac{1}{2}\left[\sum_{K_{1} K_{2}} \int_{0}^{\beta} \int_{0}^{\beta} d \lambda_{1} d \lambda_{2} \theta\left(\lambda_{1}-\lambda_{2}\right) s_{\mathrm{II}}^{-}\left(\begin{array}{cc}
0 & 0 \\
K_{1} & K_{2}
\end{array}\right)_{\lambda_{1}} s_{\mathrm{II}}^{ \pm}\left(\begin{array}{ll}
K_{1} & K_{2} \\
0
\end{array}\right)_{\lambda_{2}}\right] \\
& \times \epsilon^{4} \sum_{K_{1}, \ldots K_{7}} \int_{0}^{\beta} \cdot \int_{0}^{\beta} d \lambda_{1} \ldots d \lambda_{5} \theta\left(\lambda_{1}-\lambda_{3}\right) \theta\left(\lambda_{1}-\lambda_{2}\right) \theta\left(\lambda_{4}-\lambda_{5}\right) \\
& \times \theta\left(\lambda_{3}-\lambda_{5}\right)\left(\epsilon \nu_{3}\right)\left(\epsilon \nu_{4}\right)\left(\epsilon \nu_{6}\right) R\left(\begin{array}{l}
3 \\
1 \\
15
\end{array}\right)_{\lambda_{1}}^{B} R\left(\begin{array}{l}
5 \\
4 \\
4
\end{array}\right)_{\lambda_{3}}^{\lambda_{1}} R\left(\begin{array}{l}
2 \\
3 \\
7
\end{array}\right)_{\lambda_{5}}^{\lambda_{3}} \\
& \times S_{1}^{*}\left(K_{1}\right)_{\lambda_{2}} S_{I}\left(K_{K_{2}}\right)_{\lambda_{4}} \tag{b}
\end{align*}
$$



FIG．2． 0 diagrams．
and
$\frac{1}{3!}\left[\sum_{K_{1} K_{2}} \int_{0}^{\beta} \int_{0}^{\beta} d \lambda_{1} d \lambda_{2} \theta\left(\lambda_{1}-\lambda_{2}\right)\left(\epsilon \nu_{1}\right)\left(\epsilon \nu_{2}\right) s_{T}^{*}\left(\begin{array}{ll}K_{1} & K_{2} \\ 0 & 0\end{array}\right)_{\lambda_{1}} s_{I I}^{-}\left(\begin{array}{ll}0 & 0 \\ K_{1} & K_{2}\end{array}\right)_{\lambda_{2}}\right]^{3}$
We now can sum the 0 diagrams．
Fig． 2 （c）

## V．GENERATING FUNCTION IN TERMS OF CONNECTED DIAGRAMS

In Section IV，we wrote the generating function $L\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ in terms of 0 diagrams which depend on various powers of the volume．However，the 0 dia－ grams can be summed and the generating function can be written as an exponential of a function，$B\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ which depends only on connected 0 diagrams and is proportional to the volume：

$$
\begin{equation*}
L\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)=e^{B\left(\Omega, \Omega, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)} \tag{V.1}
\end{equation*}
$$

where

$$
B\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)=\Sigma \begin{align*}
& \text { (all different connected }  \tag{V.2}\\
& 0 \text { diagrams })
\end{align*}
$$

Connected 0 diagrams are drawn in the same way as 0 diagrams except that all vertices must be completely interconnected by solid and wavy lines．Rules（ $\mathrm{B}, 1$ ）－ （B．10）may be used to associate algebraic expressions with them．

In terms of the generating function，$B\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ ， the grand potential is defined

$$
\begin{equation*}
\Omega(\beta, g)=-\frac{1}{\beta} \lim _{\nu_{\mathrm{II}}+0} B\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right) \tag{V.3}
\end{equation*}
$$

Expectation values of arbitrary one－and two－body operators $0_{1(2)}^{N}$ are defined
and

$$
\begin{align*}
\left\langle 0_{2}\right\rangle= & e^{\beta \Omega \operatorname{Imm}_{\substack{\nu_{\mathrm{r}} \\
\nu_{\mathrm{II}} \rightarrow 0}} \sum_{\lambda_{a} \lim \lambda_{b} \rightarrow 0} \frac{1}{\lambda_{c}^{+} \lambda_{d^{+}} 0^{+}}} \sum_{K_{a} K_{b} K_{c} K_{d}}\left\langle K_{a} K_{b}\right| 0_{2}\left|K_{c} K_{d}\right\rangle^{(a)}  \tag{V.13}\\
& \times \frac{\delta^{4} L\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)}{\delta s_{\mathrm{I}}^{*}(a) \delta s_{\mathrm{I}}^{+}(b) \delta s_{\mathrm{I}}^{-}(c) \delta s_{\mathrm{I}}^{-}(d)} \tag{V.5}
\end{align*}
$$

Expectation values of one－and two－body source opera－ tors $S_{\mathrm{I}}^{N( \pm)}$ and $S_{\mathrm{II}}^{N(\star)}$ are
$\left\langle s_{\mathrm{I}}^{( \pm)}\right\rangle=e^{\beta \Omega \Omega} \lim _{\substack{\nu_{\mathrm{I}} \rightarrow 0 \\ \nu_{\mathrm{II}} \rightarrow 0}} \lim _{\lambda_{a} \rightarrow 0}^{1 \mathrm{im}_{K_{a}}} \sum_{K_{a}} s_{K_{a}}^{( \pm)} \frac{\delta L\left(\beta, g_{2} \nu_{\mathrm{I}}, \nu_{\mathrm{LI}}\right)}{\delta s_{\mathrm{I}}^{ \pm}(a)}$
and

In Eqs．（V．4）－（V．7）we have used the notation
$s_{\mathrm{I}}^{+}(a) \equiv s_{\mathrm{I}}^{+}\binom{K_{a}}{0}_{\lambda_{a}}, \quad s_{\mathrm{I}}^{-}(a) \equiv s_{\mathrm{I}}^{-}\binom{0}{K_{a}}, \lambda_{\lambda_{a}}, \quad s_{\mathrm{II}}^{+}\left(a_{0}, b\right) \equiv s_{\mathrm{Ir}}^{+}\left(\begin{array}{ll}K_{a} & K_{b} \\ K_{b} & 0\end{array}\right)$
and $S_{\mathrm{II}}^{-}(a, b) \equiv S_{\mathrm{II}}^{-}\left(\begin{array}{cc}0 & 0 \\ K_{a} & K_{b}\end{array}\right)_{\lambda_{a}}$ 。The variational derivatives act on the source operators in the expression for $L\left(\beta g \nu_{1} \nu_{\mathrm{II}}\right)$ ．They are defined

$$
\begin{equation*}
\frac{\delta s_{\mathrm{I}}^{ \pm}(j)}{\delta s_{\mathrm{I}}^{ \pm}(a)}=\frac{(-1)}{\nu_{\mathrm{I}}} \delta\left(\lambda_{j}-\lambda_{a}\right) \delta_{K_{j}, K_{a}}, \tag{V,8}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\delta s_{\mathrm{I}}^{\mp}(j)}{\delta s_{\mathrm{I}}^{ \pm}(a)} \equiv 0,  \tag{V.9}\\
& \frac{\delta s_{\mathrm{II}}^{ \pm}(i, j)}{\delta s_{\mathrm{II}}^{ \pm}(a, b)} \equiv \frac{(-1)}{\nu_{\mathrm{II}}} \delta\left(\lambda_{i}-\lambda_{a}\right) \delta_{K_{i} K_{a}} \delta_{K_{;} K_{b}}, \tag{V,10}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\delta s_{\mathrm{Ht}}^{\mp}(i, j)}{\delta s_{\mathrm{It}}^{ \pm}(a, b)} \equiv 0 . \tag{V.11}
\end{equation*}
$$

The effect of each variational derivative is to remove a source vertex from $L\left(\beta g \nu_{1} \nu_{\text {II }}\right)$ and attach its line to a vertex representing $0_{1(2)}^{N}$ or $S_{\mathrm{I}}^{N( \pm))}$ on the extreme right． In EqS．（ $\mathrm{V}_{\mathrm{o}} 4$ ）the temperature of the sink $S_{\mathrm{I}}^{-}(b)$ must be kept larger than the temperature of the source $S_{1}^{\ddagger}(a)$ as they are both set equal to zero to enssure that the attached vertex appears to the right and not the left 。 The same is true in Eq。（V．5）．

If we substitute Eq．（V．1）into Eqs．（V．4）－（V．7）and use Eq．（V．3），we can obtain an expression for the expectation values which is proportional to $B\left(\beta g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ 。 Since ODLRO does not occur for single－particle objects in a Fermi fluid，any terms containing single－particle sources after the variational derivatives are taken will be identically zero．That is，

$$
{\underset{\nu}{\nu_{\mathrm{I}}+0}}_{1 \mathrm{~m}} \frac{\delta B}{\delta s_{\mathrm{I}}^{ \pm}(a)} \equiv 0
$$

since single－particle sources occur in pairs．
Thus，we obtain the following expressions for the various expectation values．

$$
\begin{align*}
& \times\left[\frac{\delta^{4} B}{\delta s_{\mathbf{T}}^{*}(a) \delta s_{\mathbf{I}}^{*}(b) \delta s_{\mathbf{I}}^{-}(c) \delta s_{\mathbf{I}}^{-}(d)}+\frac{\delta^{2} B}{\delta s_{\mathbf{I}}^{*}(b)} \cdot \frac{\delta^{2} B}{\bar{\delta} s_{\mathbf{I}}^{-}(c)} \frac{\delta s_{\mathbf{I}}^{*}(a) \delta s_{\mathbf{I}}^{-}(d)}{}\right.  \tag{V.4}\\
& \left.+\frac{\delta^{2} B}{\delta s_{\mathbf{I}}^{\dagger}(a) \delta s_{\mathbf{I}}^{-}(c)} \frac{\delta^{2} B}{\delta s_{\mathbf{I}}^{*}(b) \delta s_{\mathbf{I}}^{-}(d)}+\frac{\delta^{2} B}{\delta s_{\mathbf{I}}^{-}(c) \delta s_{\mathbf{I}}^{-}(d)} \frac{\delta^{2} B}{\delta s_{\mathbf{I}}^{*}(a) \delta s_{\mathbf{I}}^{\ddagger}(b)}\right], \\
& \left\langle s_{\mathrm{I}}^{*}\right\rangle=0, \tag{V.14}
\end{align*}
$$

## VI．GENERATING FUNCTION IN TERMIS OF REACTION MATRICES

In writing our expressions for thermodynamic prop－ erties of superfluid $\mathrm{He}^{3}$ ，we wish to make as close a contact to the structure of quantum field theory as pos－ sible，since our present understanding of the properties of superfluid $\mathrm{He}^{3}$ is based on field theoretic methods． In RI，we wrote expressions for the binary operators in terms of the exact solution to the two－body problem． We found there that the binary operator splits into two parts，one part which depends on a single temperature and another part which depends on two temperatures， as does the binary operator．Because of this splitting， we were able to isolate terms in the binary expansion to which we can apply techniques for resummation
introduced by Matsubara．These terms may be thought to give the most coherent contributions to the ther－ modynamic properties of superfluid $\mathrm{He}^{3}$ 。

In RI，Eq．（VI．13）we obtained the following expres－ sion for the binary operator in terms of reaction matrices

$$
\begin{align*}
R\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)_{\lambda_{1}}^{\lambda_{2}}= & -\left[C^{2}\left(K_{12}\right)_{0}\left\langle K_{1} K_{2}\right| A\left|K_{3} K_{4}\right\rangle_{0}^{(a)} e^{-\lambda_{1}\left(\omega_{1}+\omega_{2}-\omega_{3}-\omega_{4}\right)}\right. \\
& +\frac{1}{2} \sum_{K_{5}^{\prime} K_{6}}^{\sum_{2}} C^{2}\left(K_{56}\right) e^{\lambda_{1}\left(\omega_{1}+\omega_{2}-\omega_{5}-\omega_{6}\right)} e^{-\lambda_{2}\left(\omega_{3}+\omega_{4}-\omega_{5}-\omega_{6}\right)} \\
& \times P\left(\frac{1}{\omega_{5}+\omega_{6}-\omega_{1}-\omega_{2}}\right)\left\langle K_{1} K_{2}\right| A\left|K_{5} K_{6}\right\rangle_{0}^{(a)}  \tag{VI.1}\\
& \left.\times_{0}\left\langle K_{5} K_{6}\right| A\left|K_{3} K_{4}\right\rangle_{0}^{(a)}\right]
\end{align*}
$$

In Eq．（VI．1），$C\left(\mathbf{K}_{12}\right)$ is a normalization constant， $\mathbf{K}_{12}$ is the relative momentum

$$
\mathbf{K}_{12}=\frac{1}{2}\left(\mathbf{K}_{1}-\mathbf{K}_{2}\right), \quad\left\langle\left\langle K_{1} K_{2}\right| A \mid K_{3} K_{4}\right\rangle_{0}^{(\boldsymbol{a})}
$$

is the reaction matrix and $P$ denotes principal part．We shall represent the first and second terms on the right hand side of Eq。（VI．1）by separate vertices，as was done in RI．We then obtain the following expression for the generating function $P\left(\beta_{g}, \nu_{1} \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ ：

$$
\begin{align*}
B\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)= & \sum_{\text {A-matrix } 0 \text { diagrams })}\left(\begin{array}{l}
\text { all different }
\end{array}\right.  \tag{VI.2}\\
& \text { A-m. }
\end{align*}
$$

As in RI，$A$－matrix 0 diagrams are obtained from connected 0 diagrams by splitting the binary operators into two parts；and by expanding the temperature Heavi－ side functions in the connected 0 diagrams until we obtain all diagrams which cannot be deformed into one another without changing the direction of at least one solid line．Furthermore，we shall add together all dia－ grams which have the same topological structure but differ only in the number of left directed lines which are solid or wavy（cf．RIII）．We can then define the $A$－ matrix 0 diagrams as follows．

An $A$－matrix 0 diagram is a collection of $A$－vertices， $D$－vertices，and $S_{1(1)}^{( \pm)}$－vertices，ordered with respect to one another from left to right．All vertices are com－ pletely connected by directed solid and wavy lines．A－ vertices and $D$－vertices each have two lines leaving and two lines entering．The $s_{1}^{+}$－vertex has one line leaving and the $s_{\mathrm{I}}^{-}$－vertex has one line entering．The $s_{\mathrm{II}^{-}}^{+}$－vertex has two lines entering and the $s_{\mathrm{II}^{-}}^{-}$－vertex has two lines leaving．All lines are solid except for left directed internal lines of the $D$－vertices or left directed lines which begin and end on vertices with the same temperature labels．Left directed solid line double bonds are allowed（we explicitly subtract off a wavy line double bond each time one occurs between $A$－vertices，$D$－vertices，or $A$－and $D$－vertices）．（ $D$－ vertices with two solid lines leaving must be placed so that both solid lines are directed to the right．）Two $A$－matrix 0 diagrams differ if they different topological structure，or if they have the same topological structure but the lines are of different types or directions，or the $D$－vertices have different temperature labeling。

Algebraic expressions can be associated to the $A$－ matrix 0 diagrams according to the rules in Appendix C．

Some examples of $A$－matrix 0 diagrams are given in Fig．3．Algebraic expressions for the diagrams in Fig． 4 are

$$
\begin{align*}
& \left(\frac{1}{2}\right)_{k_{1}} \sum_{, \ldots, K_{6}} \int_{-\infty}^{\infty} \cdots \int d \lambda_{1} \cdots d \lambda_{3} \theta\left(\beta-\lambda_{1}\right) \theta\left(\beta-\lambda_{2}\right) \theta\left(\lambda_{1}-\lambda_{3}\right) \theta\left(\lambda_{2}\right) \theta\left(\lambda_{3}\right) \\
& \times\left(\epsilon \nu_{1}\right)\left(\epsilon \nu_{2}\right)\left(1+\epsilon \nu_{5}\right)\left(1+\epsilon \nu_{6}\right) D\left(\begin{array}{ll}
K_{1} & K_{2} \\
K_{3} & K_{4} \\
K_{5} & K_{6}
\end{array}\right) s_{\text {II }}^{-}\left(\begin{array}{ll}
0 & 0 \\
K_{1} & K_{2}
\end{array}\right) \\
& \times s_{\text {II }}^{+}\left(\begin{array}{ll}
K_{5} & K_{6} \\
0 & 0
\end{array}\right) e^{\left(\beta-\lambda_{2}\right)\left(\omega_{1}+\omega_{2}\right)} e^{-\left(\beta-\lambda_{1}\right)\left(\omega_{3}+\omega_{4}\right)} e^{-\left(\lambda_{1}-\lambda_{3}\right)\left(\omega_{5}+\omega_{6}\right)} \text {, }  \tag{a}\\
& \epsilon_{K_{1}}^{6} \sum_{0 \circ K_{12}}\left(\frac{1}{2}\right)^{3} \int_{-\infty}^{\infty} \iint d \lambda_{1} \cdots d \lambda_{7} \theta\left(\beta-\lambda_{1}\right) \theta\left(\lambda_{1}-\lambda_{2}\right) \theta\left(\lambda_{2}-\lambda_{3}\right) \\
& \times \theta\left(\lambda_{3}-\lambda_{6}\right) \theta\left(\lambda_{2}-\lambda_{7}\right) \theta\left(\lambda_{3}-\lambda_{5}\right) \theta\left(\beta-\lambda_{4}\right) \theta\left(\lambda_{4}-\lambda_{5}\right) \theta\left(\lambda_{6}\right) \\
& \times \theta\left(\lambda_{3}-\lambda_{6}\right) \theta\left(\lambda_{5}-\lambda_{7}\right) \theta\left(\lambda_{7}\right)\left(\epsilon \nu_{1}\right)\left(\epsilon \nu_{2}\right)\left(\epsilon \nu_{3}\right)\left(\epsilon \nu_{5}\right) \\
& \times\left(1+\epsilon \nu_{4}\right)\left(1+\epsilon \nu_{8}\right)\left(1+\epsilon \nu_{9}\right)\left(1+\epsilon \nu_{7}\right)\left(1+\epsilon \nu_{6}\right) \\
& \begin{array}{l}
\times\left(1+\epsilon \nu_{4}\right)\left(1+\epsilon \nu_{8}\right)\left(1+\epsilon \nu_{9}\right)\left(1+\epsilon \nu_{7}\right)\left(1+\epsilon \nu_{6}\right) \\
\times s_{\mathrm{I}}^{+}\binom{K_{1}}{0} A\left(\begin{array}{ll}
K_{2} & K_{3} \\
K_{1} & K_{4}
\end{array}\right) A\left(\begin{array}{ll}
K_{4} & K_{5} \\
K_{6} & K_{7}
\end{array}\right) s_{\mathrm{II}}^{-}\left(\begin{array}{cc}
0 & 0 \\
K_{8} & K_{9}
\end{array}\right) s_{\mathrm{I}}^{+}\binom{K_{6}}{0} A\left(\begin{array}{ll}
K_{8} & K_{9} \\
K_{5} & K_{10}
\end{array}\right) D\left(\begin{array}{ll}
K_{7} & K_{10} \\
K_{11} & K_{12} \\
K_{2} & K_{3}
\end{array}\right)
\end{array} \\
& \times e^{\left(\lambda_{1}-\lambda_{2}\right) \omega_{1}} e^{\left(\lambda_{2}-\lambda_{7}\right)\left(\omega_{2}+\omega_{3}\right)} e^{-\left(\lambda_{2}-\lambda_{3}\right) \omega_{4}} e^{-\left(\lambda_{4}-\lambda_{5}\right)\left(\omega_{8}+\omega_{9}\right)} \\
& \times e^{-\left(\lambda_{3}-\lambda_{6}\right) \omega_{6}} e^{\left(\lambda_{3}-\lambda_{5}\right) \omega_{5}} e^{-\left(\lambda_{3}-\lambda_{5}\right) \omega_{7}} e^{-\left(\lambda_{6}-\lambda_{7}\right)\left(\omega_{11}+\omega_{12}\right)} \text {. Fig。3(b) }
\end{align*}
$$

The expression we have obtained for the generating function，$B\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ ，in terms of $A$－matrix 0 diagrams is exact．We therefore have been able to express all thermodynamic quantities in terms of the reaction matrix for two－body scattering processes in the fluid． As a first step in obtaining a useful theory of symmetry broken Fermi fluids，we must resum self－energy ef－ fects．In RIII，we showed that it is possible to do so using techniques similar to those used in quantum field theory．However，the method used in RIII is different from the Matsubara method of temperature dependent field theory in that we introduce a Laplace transforma－ tion of temperature dependent variables rather than a Fourier expansion，as is done in field theory．The Matsubara method makes use of the fact that all prop－ agators and vertices in temperature dependent field theory are periodic functions of temperature．In the binary expansion，this is no longer true．The appear－ ance of $D$－vertices and exclusion of wavy line double bonds destroy the periodicity（particle－hole symmetry） of $B\left(B, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)_{\text {。 }}$


FIG．3．$A$－matrix 0 diagrams．

However，there is one case in which the binary ex－ pansion and quantum field theory become almost iden－ tical in structure，and that is when we can approximate all reaction matrices by their values for forward scattering．Then the $D$－vertices give no contribution and the $A$－matrix 0 diagrams，except for a small subclass of terms，become periodic functions of temperature．

In a subsequent paper，we shall apply our theory to the case of a low－density hard－sphere Fermi fluid in the forward scattering approximation．

## APPENDIX A：RULES FOR LADDER DIAGRAMS

（A．1）One and only one cross can occur between any two horizontal lines．Crosses must connect neighboring horizontal lines．
（A．2）Two crosses cannot have two points in common，
 is forbidden．
（ $\mathrm{A}_{\mathrm{c}}$ 3）Source and sink vertices are represented by inverted and upright triangles，respectively．Only one triangle can occur on any horizontal line。
（A．4）The bottom points of a cross may not rest on the same horizontal line to which the base of a triangle is attached．
（A．5）If $N_{t}$ is the number of triangles and $V_{x}$ is the number of crosses，then $N_{t}+N_{x}=Q$ ．
（A．6）With each cross associate a factor

where $i$ and $j$ are particle labels and $\lambda_{K}$ and $\lambda_{I}$ are temperature labels．
（ $\mathrm{A}_{\mathrm{c}} 7$ ）With the one－particle source vertices，asso－ ciate factors

and

（A．8）With the two－particle source vertices，associate factors

and

（A．9）Order the algebraic expressions for the cross and triangle vertices from left to right in the same order that they appear when reading the ladder diagram from top to bottom．
（A．10）Integrate over each temperature from zero to the next higher temperature（the temperature of the horizontal line immediately above）．

## APPENDIX B：RULES FOR 0 DIAGRAMS

（B．1）Label all lines from 1 to $n$ ，where $n$ is the number of lines and assign to the $j$ th line a momentum and $\operatorname{spin} K_{j}=\left(K_{j} ; \gamma_{j}\right)$ 。
（B．2）Label the $R$－vertices，and $s_{\mathrm{I}(\mathrm{II})}^{(\mathrm{t})}$－vertices from left to right from $\lambda_{1}$ to $\lambda_{Q}$ ，where $Q$ is the number of $R$－and $s_{I(I I)}^{( \pm)}$－vertices．
（B．3）To each $R$－vertex，associate factors

if $\lambda_{3}$ appears to the left of $\lambda_{2}$

and


In the above vertices，the dotted lines may be solid or wavy and

$$
R\left(\begin{array}{ll}
K_{1} & K_{2} \\
K_{3} & K_{4}
\end{array}\right)_{\lambda_{1}}^{\lambda_{2}} \equiv\left\langle K_{1} K_{2}\right| R\left(\lambda_{2}, \lambda_{1}\right)\left|K_{3} K_{4}\right\rangle^{(a)}
$$

The temperatures $\lambda_{2}$ and $\lambda_{3}$ are the temperatures of the vertices to which the wavy lines attach．
（B．4）With the $s_{\mathrm{I}}^{\ddagger}$－vertices，associate factors

$$
\begin{aligned}
& \stackrel{2}{\underset{\lambda_{1}}{\longrightarrow}}=S_{i}^{*}\binom{K_{1}}{K_{1}}_{\lambda_{1}} \theta\left(\beta-\lambda_{1}\right), \\
& \underset{\lambda_{2}}{\stackrel{1}{\operatorname{sm}} \underset{\lambda_{1}}{ }=S_{1}^{t}\binom{K_{1}}{0_{1}}_{\lambda_{1}} \theta\left(\lambda_{2}-\lambda_{1}\right), ~}
\end{aligned}
$$

and

$$
O_{\lambda_{1}}^{O_{1}(-\cdots \cdot}=s_{I}^{-}\left(\left(_{K_{1}}^{0}\right)_{\lambda_{1}} \theta\left(\beta-\lambda_{1}\right)\right.
$$

where

$$
s_{\mathrm{I}}^{*}\left(\rho_{K_{1}}^{K_{1}}\right)_{\lambda_{1}}=(-1) \nu_{\mathrm{I}} s_{K_{1}}^{+} e^{\lambda_{1} \omega_{1}}
$$

and

$$
s_{\mathrm{I}}^{-}\binom{K_{1}}{)}=(-1) \nu_{\mathrm{I}} s_{K_{1}}^{-} e^{-\lambda_{1} \omega_{1}}
$$

The dotted line may be solid or wavy.
(B. 5 ) With the $s_{\mathrm{II}}^{(t)}$-vertices, associate factors




where

$$
\begin{aligned}
& \qquad s_{\mathrm{II}}^{+}\left(\begin{array}{ll}
K_{1} & K_{2} \\
0 & 0
\end{array}\right)_{\lambda_{1}}=(-1) \nu_{\mathrm{II}} s_{K_{1} K_{2}}^{+} e^{\lambda_{1}\left(\omega_{1}+\omega_{2}\right)} \\
& \text { and } \quad s_{\mathrm{II}}^{-( }\left(\begin{array}{ll}
0 & 0 \\
K_{1} & K_{2}
\end{array}\right)_{\lambda_{1}}=(-1) \nu_{\mathrm{II}} s_{K_{1} K_{2}}^{-(a)} e^{-\lambda_{2}\left(\omega_{1}+\omega_{2}\right)} \\
& s_{K_{1} K_{2}}^{-(a)}=s_{K_{1} K_{2}}^{-}+\epsilon s_{K_{2} K_{1}}^{-}
\end{aligned}
$$

( $B .6$ ) With each solid line connecting two vertices associate a factor

$$
\uparrow 1 K_{1}=\left(\epsilon \nu_{1}\right)=\frac{\epsilon \exp \left(-\beta \omega_{1}\right)}{1-\epsilon \exp \left(-\beta \omega_{1}\right)}
$$

where

$$
\omega_{1}=K_{1}^{2} / 2 m-g_{0}
$$

(B. 7) With each closed loop which does not pass through any vertices, associate a factor

(B. 8) Multiply by an overall factor $\epsilon^{P_{B^{+}} N_{\mathrm{I}}^{-}}(1 / S)$, where $N_{\mathrm{I}}^{-}$is the number of $s_{\mathrm{I}}^{-}$-vertices, and $S$ is the symmetry number of the diagram ( $S$ is the number of permutations of labels on lines which leave the diagram topologically unchanged). $P_{B}$ is defined as follows: Associate each momentum in the $\mathrm{S}_{\mathrm{I}(\mathrm{II})}$-vertices with a momentum in the $S_{\mathrm{I}(\mathrm{II})}^{+}$-vertices by locating the momentum from an $S_{I(I I)}$-vertex in an $R$-vertex matrix element and follow-
ing a chain of momenta through the $R$-vertex matrix elements (reading from top to bottom) until the first momentum index associated to an $S_{\mathbf{I}(\mathrm{II})}^{\mathbf{H}}$-vertex is reached. These two momentum indices are "associated." Do this for each momentum in the $S_{[(I I)}$-vertices until each is "associated" with a momentum from the $S_{\mathrm{I}(\mathrm{II})}^{-}$-vertices. $P_{B}$ is then obtained by counting the number of permutations of bottom line momentum indices with respect to top line indices in the $R$-vertex matrix elements (this includes the number of permutations needed to line up associated momenta).
(B.9) Sum over all momenta and spins.
( $\mathrm{B}_{\mathrm{o}} 10$ ) Integrate over the temperature of each vertex from 0 to $\beta$

In associating temperature Heaviside functions with the vertices, as we have done in Rules (В. 3 )- ( B .5 ), we have summed over a large number of contracted $X$ diagrams.

## APPENDIX C: RULES FOR A MATRIX 0 DIAGRAM

(C.1) Label each line from 1 to $n$, where $n$ is the number of lines, and associate to the $j$ th line a momentum and $\operatorname{spin} K_{j}=\left(\mathbf{K}_{j} \gamma_{j}\right)$ 。
(C. 2) Label the vertices from left to right from $\lambda_{1}$ to $\lambda_{Q^{\circ}}$ ( $D$-vertices require two temperature labels. One is determined by its horizontal position; the other by the type of lines that leave it and the temperature of the vertices to which they attach.)
(C.3) With each $A$-vertex associate a factor

where the dotted lines may be wavy or solid.
(C.4) To each $D$-vertex assign temperature labels according to the following conventions:




To each of the above $D$-vertices, assign a factor

$$
\begin{aligned}
D\left(\begin{array}{ll}
K_{1} & K_{2} \\
K_{5} & K_{6} \\
K_{9} & K_{4}
\end{array}\right)= & -C^{2}\left(\mathbf{K}_{56}\right)_{0}\left\langle K_{1} K_{2}\right| A\left|K_{5} K_{6}\right\rangle_{0}^{(a)}{ }_{0}\left\langle K_{5} K_{6}\right| A\left|K_{3} K_{4}\right\rangle_{0}^{(a)} \\
& \times P\left(\frac{1}{\omega_{5}+\omega_{6}-\omega_{1}-\omega_{2}}\right)
\end{aligned}
$$

The factor $\frac{1}{2}$ in Eq.(VI.1) is now contained in the symmetry number $S^{-1}$ of Rule (B. 8).

## (C. 5) To each $s_{\mathrm{I}}^{( \pm)}$-vertex assign factors

$$
\stackrel{1}{\leftarrow} \mathrm{O}_{\lambda}^{\mathrm{O}}=s_{\mathrm{I}}^{+}\binom{K_{1}}{0}_{\lambda}=(-1) \nu_{\mathrm{I}} s_{K_{1}}^{+}
$$

and

$$
\stackrel{1}{\mathrm{O}^{-}} \stackrel{\stackrel{1}{\longleftarrow}}{\sim} s_{\mathrm{I}}^{-}\binom{0}{K_{1}}_{\lambda}=(-1) \nu_{\mathrm{I}} s_{K_{\mathrm{i}}^{-}}^{-}
$$

(C. 6) To each $s_{\text {II }}^{( \pm)}$-vertex assign factors

and

(C.7) With each left directed line, solid or wavy, associate a factor

$$
\underset{\lambda_{2}}{\stackrel{1}{\lambda_{1}}}=\theta\left(\lambda_{2}-\lambda_{1}\right) e^{-\left(\lambda_{2}-\lambda_{1}\right) \omega_{1}}
$$

and with each right directed line associate a factor

$$
\overbrace{\lambda_{2}}^{1}=\theta\left(\lambda_{2}-\lambda_{1}\right) e^{\left(\lambda_{2}-\lambda_{1}\right) \omega_{1}}
$$

(C. 8) With each $A$ - or $s_{\mathrm{I}(\mathrm{II})}^{( \pm)}$-vertex with no lines leaving or entering on the left assign a factor $\theta\left(\beta-\lambda_{1}\right)$, where $\lambda_{1}$ is the temperature of the vertex. To each $A$-, $D$-, or $s_{\mathrm{I}(\mathrm{II})}^{( \pm)}$-vertex with no lines leaving or entering on the right, assign a factor $\theta\left(\lambda_{1}\right)$, where $\lambda_{1}$ is the temperature of the vertex.
(C.9) With each right directed solid line associate a factor

$$
\xrightarrow{\frac{1}{\gamma}}=\left(\epsilon \nu_{1}\right)
$$

and to each left directed solid line associate a factor

$$
\stackrel{1}{\leftarrow}=\left(1+\epsilon \nu_{1}\right)
$$

(C.10) For each left directed solid line double bond which connects two $A$-vertices, or an $A$-vertex to a $D$-vertex, subtract a factor

(C.11) With the closed loop which does not pass 'hrough any vertices, associate a factor

$$
\lambda_{1}=\sum_{k_{1}} \epsilon \ln \left(1-\epsilon e^{\left.-\beta \omega_{1}\right)}\right. \text { 。 }
$$

For each closed loop which passes through a single vertex assign a factor ( $\epsilon \nu_{1}$ )。
(C.12) Multiply the entire expression by a factor $\epsilon^{P_{B^{+}} N_{\mathrm{I}}^{0}}(1 / S)$ as in Rule ( $\mathrm{B}_{0} 8$ ). (Now the $A$-vertex and $D$-vertex matrix elements in obtaining $P_{D^{\circ}}$ )
(C.13) Sum over all momenta and spins. Integrate over all temperatures from $-\infty$ to $\infty$.
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# Microscopic theory of superfluid Fermi systems. II. Application to low density hard sphere system 

L. E. Reichl<br>Center for Statistical Mechanics, The University of Texas, Austin, Texas 78712

This is the second of two papers in which the binary expansion is used to study properties of hard core Fermi systems with broken gauge symmetry. In this paper, we make contact with the phenomenology of superfluid Fermi systems commonly used in field theory. This requires, however, that each scattering event is approximated by its forward scattering value, an approximation which, at best is valid at very low densities. Within this approximation we show that a hard sphere Fermi fluid can exhibit superfluidity.

## I. INTRODUCTION

In a previous paper, ${ }^{1}$ we derived an exact expression for the generating function for thermodynamic properties of a symmetry broken Fermi fluid in terms of reaction matrices for the two-body problem. In the present paper, in order to illustrate use of the formalism, we shall apply that theory to the case of a low density hard sphere fermi fluid. Such a system, as has been pointed out by Lazer and Fay, ${ }^{2}$ can exhibit superfluidity if exchange effects are taken into account because an attractive interaction can exist between pairs of particles with total spin 1. This is now thought to be the mechanism for superfluidity in liquid $\mathrm{He}^{3}{ }^{3}{ }^{3}$

We shall assume that the dominant contribution to each scattering event in the fluid comes from forward scattering processes. Such an approximation is at best valid only for a very low density gas.

In the forward scattering approximation, the $A$-matrix 0 diagrams of Ref. 1 simplify because all $D$-vertices are then identically zero. The only troublesome terms which remain are those involving double bonds. As we have seen in Ref. 1 (cf. Ref. 1, Rule C. 10), the binary expansion excludes the possibility of having wavy line double bonds. These correspond to processes in which a pair of particles collides and then recollides without one of the particles first having interacted with another particle in the medium or having been exchanged with another particle in the medium. Even though wavy line double bonds are excluded, we can still have double bonds which depend on one wavy line and one solid line or on two solid lines since these involve exchange effects (we are now using the terminology of Ref. 1, Appendix B). However, as we shall see, at low density these terms give no contribution to scattering processes involving pairs of particles with total spin 1, and therefore have no effect on the possible superfluidity of the hard sphere system. However, they can give a sizeable repulsive contribution to scattering processes involving particles with total spin 0 . Since in the subsequent sections, we are primarily interested in superfluid properties, we shall exclude all double bond structures. When we do this, the remaining $A$-matrix 0 diagrams exhibit particle-hole symmetry (are periodic functions of temperature), and we can use Matsubara methods to resum them (after the single-particle sources have been set equal to zero, however).
the generating function $B\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)$ in terms of the subclass of $A$ matrix 0 diagrams which contain no $D$-vertices and no double bonds. We then can write expressions for the Green's functions and irreducible self-energies for the system. In Sec. III, we use a method due to Johansson ${ }^{4}$ to obtain the gap equations for the fluid, and in Sec. IV we obtain an expression for the effective interaction of spin-1 particle pairs at low density at the transition temperature. In Sec. V, we make some concluding remarks.

## II. GENERATING FUNCTION AND GREEN'S FUNCTIONS

If we restrict ourselves to forward scattering processes and if we are interested primarily in the superfluid properties of a hard core fermi fluid, we can write the generating function as

$$
\begin{equation*}
B^{\prime}\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)=\sum \underset{\left.0^{\prime} \text { diagrams }\right)}{(\text { all different connected }} \tag{II.1}
\end{equation*}
$$

$0^{\prime}$ diagrams a e $A$-matrix 0 diagrams (cf. Ref. 1) which contain no $D$-vertices and no double bonds. (They are similar to the type I diagrams of Ref. 5.) The vertices in $0^{\prime}$ diagrams need have no particular left-right ordering.

The first step in obtaining a meaningful theory is to resum all self-energy structures, since they give rise to terms polynomial in $\beta$. It is convenient to introduce the following propagator:

$$
\begin{align*}
G\left(K_{a}, K_{b}, \lambda_{a}, \lambda_{b}\right) & ={ }_{\nu_{\mathrm{I}}+0}^{1 \mathrm{~m} m} \frac{\delta^{2} B^{\prime}}{\delta s_{\mathrm{I}}^{*}(a) \delta s_{\mathbf{I}}^{-}(b)} \\
& =\delta_{\mathfrak{k}_{a}, \boldsymbol{x}_{b}} G_{\gamma_{a} \gamma_{b}}\left(K_{a}, \lambda_{a}-\lambda_{b}\right) \\
& ={ }_{\nu_{\mathrm{I}}{ }^{\circ 0}}^{\mathrm{m}_{0}} \sum[\text { all different (1,1) diagrams }] \tag{II.2}
\end{align*}
$$

and two anomalous propagators

$$
\begin{aligned}
G^{(+)}\left(K_{a}, K_{b} ; \lambda_{a}, \lambda_{b}\right) & \equiv \lim _{\nu_{\mathrm{I}}{ }^{\circ} 0} \frac{\delta^{2} B^{\prime}}{\delta s_{\mathbf{I}}^{-}(a) \delta s_{\mathrm{I}}^{-}(b)}=\delta_{\mathbf{K}_{a}+} \mathbf{K}_{\boldsymbol{k}, 0} G_{\gamma_{a} \gamma_{b}}^{(+)}\left(\mathbf{K}_{a}, \lambda_{a}+\lambda_{b}\right) \\
& =\lim _{\nu_{\mathrm{I}}{ }^{\circ} 0} \sum[\text { all different }(2,0) \text { diagrams }]
\end{aligned}
$$

and

$$
\begin{align*}
G^{(-)}\left(K_{a}, K_{b} ; \lambda_{a}, \lambda_{b}\right) & \equiv \nu_{\nu_{\mathrm{I}}{ }^{\circ} 0}^{1 \mathrm{~m}} \frac{\delta^{2} R^{t}}{\delta S_{\mathrm{I}}^{+}(a) \delta} \delta s_{\mathrm{I}}^{+}(b) \tag{II.3}
\end{align*}=\delta_{\mathbf{R}_{a}+\mathrm{K}_{b}, 0} G_{\gamma_{a} \gamma_{b}}^{(-)}\left(\mathrm{K}_{a}, \lambda_{a}+\lambda_{b}\right) .
$$

In addition，for future reference，we shall introduce a generalized interaction

$$
\begin{align*}
& I\left(K_{a} \lambda_{a} ; K_{b} \lambda_{b} ; K_{c} \lambda_{c} ; K_{d} \lambda_{d}\right) \\
& ={ }_{\nu_{\mathrm{I}}{ }^{1 \mathrm{~m}}{ }^{0}} \overline{\delta s_{\mathrm{I}}^{-}(a) \delta s_{\mathrm{I}}^{-}(b) \delta s_{\mathrm{I}}^{+}(c) \delta s_{\mathrm{I}}^{+}(d)} \\
& =I_{\gamma_{a} \gamma_{b} ; \gamma_{c} \gamma_{d}}\left(\mathbf{K}_{a} \lambda_{a} ; \mathbf{K}_{b} \lambda_{b} ; \mathbf{K}_{c} \lambda_{c} ; \mathbf{K}_{d} \lambda_{d}\right) \\
& ={\underset{\nu}{\nu_{\mathrm{T}} \rightarrow 0}}_{\mathrm{Iim}_{0}} \sum \text { [all different }(2,2) \text { diagrams]. } \tag{II.5}
\end{align*}
$$

An（ $n_{1}, n_{2}$ ）diagram is a connected diagram with $n_{1}$ broken lines entering and $n_{2}$ broken lines leaving。

Once the propagators and generalized interactions are defined，we can take the limit $\nu_{\mathrm{t}} \rightarrow 0$ and Fourier transform the $0^{\prime}$ diagrams and（ $n_{1}, n_{2}$ ）diagrams so that they are expressed in terms of momenta and＂frequen－ cies＂rather than momenta and temperatures（cf．Ref．4）． No diagram will then contain single－particle sources． Rules for evaluating these diagrams are given in the Appendix．

It is convenient also to introduce an irreducible self－ energy
and two anomalous irreducible self－energies

$$
\begin{gather*}
1 \times \lambda_{1}^{\prime-1} \equiv \sum_{\gamma_{1} \gamma_{2}}^{(+)}(1)={ }_{\nu_{1} \rightarrow 0}^{1 \mathrm{im}} \sum[\text { all different irreducible }  \tag{II.7}\\
(2,0) \text { diagrams }]
\end{gather*}
$$

and


We have now defined the self－energies in terms of frequencies rather than temperatures．In Eqs．（ $\Pi, 6$ ）－ （ $\Pi_{0} 8$ ），the dotted lines are included for labeling pur－ poses only．No factors are to be associated with them． An irreducible diagram is one which cannot be cut into two parts by cutting one line．Irreducible（ $n_{1}, n_{2}$ ）dia－ grams are evaluated by the rules in the Appendix．We have used the notation $\sum_{r_{1} r_{2}}(1) \equiv \sum_{r_{1} r_{2}}\left(K_{1}, z_{1}\right)$ 。

We now can obtain expressions for the propagators in EqS．（II．2）－（II．4）in terms of the self－energies in EqS．（II．6）－（II．8）．Let us denote
$1 \int_{\gamma_{2}}^{\gamma_{1}}=G_{\gamma_{1} \gamma_{2}}^{0}(1)=\delta_{\gamma_{1}, \gamma_{2}} /\left(i z_{1}-\omega_{1}\right)$.
We can then write the following equations for the prop－ agators in Eqs．（II．2）－（II．4）：
$G_{\gamma_{1} \gamma_{2}}(1) \equiv$


$$
\begin{equation*}
G_{r_{1} \gamma_{2}}^{(+)}(1) \equiv \tag{II.10}
\end{equation*}
$$



$G_{\gamma_{2^{\gamma} 1}}(1) \equiv$

where $G_{\gamma_{1} \gamma_{2}}(-1) \equiv G_{\gamma_{1} \gamma_{2}}\left(-\mathbf{K}_{1},-z_{1}\right)$ 。Equation（II．13）is identical to Eq 。（II． $1^{\prime}$ ）but is included for completeness． Note that by symmetry

$$
\begin{equation*}
G_{\gamma_{1} \gamma_{2}}^{(+)}\left(\mathbf{K}_{1} z_{1}\right)=G_{\gamma_{2} \gamma_{1}}^{(t)}\left(-\mathbf{K}_{1},-z_{1}\right) \tag{o}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{r_{1} \gamma_{2}}^{(-)}\left(K_{1}, z_{1}\right)=G_{r_{2} \gamma_{1}}^{(-)}\left(-K_{1},-z_{1}\right) . \tag{I.15}
\end{equation*}
$$

The propagators and self－energies are $2 \times 2$ matrices in spin space．Equations（II．10）－（II．13）can be written in terms of $2 \times 2$ matrices if we introduce the notation

$$
\hat{G}(1)=\left(\begin{array}{ll}
G_{+1}(1) & G_{+1}(1)  \tag{II.16}\\
G_{t+}(1) & G_{+1}(1)
\end{array}\right)
$$

with similar notation for the other propagators and self－energies．Equations（II．10）－（II．13）respectively can now be written

$$
\begin{equation*}
\hat{G}(1)=\hat{G}^{0}(1)+\hat{G}^{0}(1) \hat{\Sigma}(1) \hat{G}(1)+\hat{G}^{0}(1) \hat{\Sigma}^{(+))}(1) \hat{G}^{(-)}(1), \tag{II.17}
\end{equation*}
$$

$\hat{G}^{(+)}(1)=\hat{G}^{0}(1) \hat{\Sigma}^{(+)}(1) \hat{G}(-1)^{T}+\hat{G}^{0}(1) \hat{\Sigma}(1) \hat{G}^{(+)}(1)$,

$$
\begin{equation*}
\hat{G}^{(-)}(1)=\hat{G}^{0}(-1)^{T} \hat{\Sigma}^{(-)}(1) \hat{G}(1)+\hat{G}^{0}(-1)^{T} \hat{\Sigma}(-1)^{T} \hat{G}^{(-)}(1), \tag{II.18}
\end{equation*}
$$

and
$\hat{G}(-1)^{T}-\hat{G}^{0}(-1)^{T}+\hat{G}^{0}(-1)^{T} \hat{\Sigma}(-1)^{T} \hat{G}(-1)^{T}$
$+\hat{G}^{0}(-1)^{r} \hat{\Sigma}^{(-)}(1) G^{(+)}(1)$.
In Eqs. ( $\Pi_{\mathrm{o}} 18$ )-( $\Pi_{\mathrm{o}} 20$ ) $T$ denotes transpose of the spin matrix. Equations (II. 17)-( $\Pi_{0} 20$ ) yield the following solutions for the propagators in terms of the selfenergies:

$$
\begin{aligned}
\hat{G}(1)= & {\left[1-\hat{G}^{0}(1) \hat{\Sigma}(1)-\hat{G}^{0}(1) \hat{\Sigma}^{*}(1)\right.} \\
& \left.\times\left[1-G^{0}(-1)^{T} \hat{\Sigma}(-1)^{T}\right]^{-1} \hat{G}^{0}(-1)^{T} \Sigma^{(-1)}(1)\right]^{-1} \hat{G}^{0}(1),
\end{aligned}
$$

$$
\begin{equation*}
\hat{G}(-1)^{T}=\left[1-\hat{G}^{0}(-1)^{T} \hat{\Sigma}(-1)-\hat{G}^{0}(-1)^{T} \hat{\Sigma}^{(-)}(1)\right. \tag{II,21}
\end{equation*}
$$

$$
\begin{equation*}
\left.\times\left[1-\hat{G}^{0}(1) \hat{\Sigma}(1)\right]^{-1} \hat{G}^{0}(1) \hat{\Sigma}^{(+)}(1)\right]^{-1} G^{0}(-1)^{T} \tag{II.22}
\end{equation*}
$$

$$
\begin{equation*}
G^{(+)}(1)=\left[1-\hat{G}^{0}(1) \hat{\Sigma}(1)\right]^{-1} \hat{G}^{0}(1) \hat{\Sigma}^{(t)}(1) \hat{G}(-1)^{T} \tag{II.23}
\end{equation*}
$$

and

$$
\begin{equation*}
G^{(-1)}(1)=\left[1-\hat{G}^{0}(-1)^{T} \hat{\Sigma}(-1)^{T}\right]^{-1} G^{0}(-1)^{T} \hat{\Sigma}^{-}(1) \hat{G}(1) \tag{II.24}
\end{equation*}
$$

The four equations Eq。(II. 10)-(II. 13) can be written in terms of a single $4 \times 4$ matrix equation if we introduce the notation

$$
\begin{align*}
& \overline{\bar{G}}(1)=\left(\begin{array}{cc}
\hat{G}(1) & \hat{G}^{(+)}(1) \\
\hat{G}^{(-)}(1) & \hat{G}(-1)^{T}
\end{array}\right),  \tag{II.25}\\
& \hat{\Sigma}(1)  \tag{II.26}\\
& \left.\overline{\bar{\Sigma}}(1)=\begin{array}{cc}
\Sigma^{+}(1) \\
\hat{\Sigma}^{(-)}(1) & \hat{\Sigma}(-1)^{\tau}
\end{array}\right),
\end{align*}
$$

and

$$
\overline{\bar{G}}_{0}(1)=\left(\begin{array}{cc}
\hat{G}_{0}(1) & 0  \tag{II.27}\\
0 & \hat{G}_{0}(-1)^{r}
\end{array}\right)
$$

Equations (II. 17) - (II. 20) now reduce to the simple form

$$
\begin{equation*}
\overline{\bar{G}}(1)=\overline{\bar{G}}_{0}(1)+\overline{\bar{G}}_{0}(1) \overline{\bar{\Sigma}}(1) \overline{\bar{G}}(1) \tag{II.28}
\end{equation*}
$$

The generalized propagator $\overline{\bar{G}}(1)$ has the solution

$$
\begin{equation*}
\overline{\bar{G}}(1)=\left[\overline{\bar{G}}_{0}(1)^{-1}-\overline{\bar{\Sigma}}(1)\right]^{-1} \tag{II.29}
\end{equation*}
$$

We have expressed all the propagators in terms of irreducible self-energy structures. We can now use a method due to Luttinger and Ward ${ }^{5}$ to write the generating function $B^{\prime}\left(\beta, g, 0, \nu_{\mathrm{II}}\right)$ in terms of propagators and self-energies. The result is

$$
\begin{align*}
B^{\prime}\left(\beta, g, \nu_{\mathrm{I}}, \nu_{\mathrm{II}}\right)= & \frac{1}{2} \sum_{\mathrm{K}_{1}} \sum_{n_{1}} \operatorname{Tr}_{4} \overline{\bar{\Sigma}}(1) \overline{\bar{G}}(1) \\
& +\ln \left[\overline{\bar{\Sigma}}(1)-\overline{\bar{G}}_{0}(1)^{-1}\right]+B^{\prime \prime}\{\overline{\bar{G}}\} \tag{II.30}
\end{align*}
$$

$B^{n}\{\overline{\bar{G}}\}=\sum$ [all different irreducible $0^{\prime}$ diagrams
with solid lines replaced by propagators Eqs. (П. 10)-(П. 13)].

Irreducible $0^{\prime}$ diagrams contain no self-energy structures. (See also Ref. 7 where a similar expression is given for the grand potential of a superfluid Fermi system.)
In Eqs. (II. 29) and (II. 30 we have expressed the propagators and the generating function $B^{\prime}\left(\beta, g, 0, \nu_{\mathrm{II}}\right)$ in a form in which all self-energy effects have been resumed. We can now take the limit $\nu_{\mathrm{II}} \rightarrow 0$ and obtain an equation for the gap in terms of reaction matrices.

## III. GAP EQUATION

We shall use a method due to Johansson ${ }^{4}$ to find a self-consistent equation for the gap. Let us first note that the generalized interaction $I_{r_{1} \gamma_{2} \gamma_{3} \gamma_{4}}(1,2,3,4)$ (now written in terms of frequencies) satisfies the equation

$$
I_{\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}}(1,2,3,4) \equiv
$$



(III. 1)
where

$$
J_{\gamma_{1} r_{2} \gamma_{3}{ }_{4}}(1,2,3,4) \equiv
$$

$$
=\sum\left[\text { call different } \wedge_{-}^{\prime}\right.
$$

$$
\begin{equation*}
\text { irreducible }(2,2) \text { diagrams }]_{\text {。 }} \tag{III.2}
\end{equation*}
$$

A -irreducible ( 2,2 ) diagram has two broken lines entering and two broken lines leaving and cannot be cut in two parts by breaking two identically directed lines. $(2,2)$ diagrams are evaluated in the same way as $0^{\prime}$ diagrams except that no factors are to be associated with the dotted lines. We have used the notation $I_{r_{1} \gamma_{2} \gamma_{3} r_{4}}$ $(1,2,3,4) \equiv I_{r_{1} \gamma_{2} \gamma_{3} \gamma_{4}}\left(\mathbf{K}_{1} z_{1} ; \mathrm{K}_{2} z_{2} ; \mathrm{K}_{3} z_{3} ; \mathrm{K}_{4} z_{4}\right)$.

We can now write the following integral equations for the anomalous self-energies:

and


and


$$
=\uparrow+\frac{\hbar}{\xi}
$$

The gap functions are defined as

and

When we take the limit $\nu_{I I} \rightarrow 0$, the first terms on the right-hand side of Eqs. (III. 3)-(III.6) will go to zero. If the generalized interaction $I_{r_{1} \gamma_{2} r_{3} r_{4}}(1,2,3,4)$ is well behaved, then the second terms will also be zero and the gap itself will go to zero in the limit $\nu_{\text {II }} \rightarrow 0$. In this case there will be no condensed phase in the Fermi fluid. However, if the generalized interaction is singular (infinite), the limit $\nu_{\mathrm{II}} \rightarrow 0$ is not well defined and the second term on the right-hand side of Eqs. (III. 4)(III. 8) need not be zero. In this case the gap can be finite and gauge symmetry of the Fermi fluid can be broken.

In the case when gauge symmetry is broken, Eqs. (III. 1)-(III. 9) yield the following equations for the gap:

$$
\begin{align*}
\Delta_{\gamma_{1} \gamma_{2}}^{(+)}(1)= & \sum_{\gamma_{3} \cdots \gamma_{6}} \sum_{2} J_{\gamma_{1} \gamma_{2} ; r_{3} \gamma_{4}}(1,-1,2,-2) \\
& \times G_{\gamma_{3} r_{4}}(2) G_{\gamma_{4} \gamma_{6}}(-2) \Delta_{r_{5} \gamma_{6}}^{(+)}(2) \tag{III.10}
\end{align*}
$$

and

$$
\begin{align*}
\Delta_{\gamma_{1} \gamma_{2}}^{(-)}(1)= & \sum_{\gamma_{3} \cdots \gamma_{6}} \sum_{2} \Delta_{\gamma_{5} \gamma_{6}}^{(-)}(2) G_{\gamma_{5} \gamma_{3}}(2) \\
& \times G_{\gamma_{6} \gamma_{4}}(-2) J_{\gamma_{3} \gamma_{4} \gamma_{1} \gamma_{2}}(2,-2 ; 1,-1) . \tag{III.11}
\end{align*}
$$

[Note that our equation for the gap is more general than that of Johansson because we have used the full propagators $G_{\gamma_{1} \gamma_{2}}(1)$. 1 In order to determine if gauge symmetry of the Fermi fluid is broken, we must study the effective interaction $J_{r_{1} r_{2} r_{3} r_{4}}(1,-1,2,2)$ 。

## IV. GAP EQUATION FOR A LOW DENSITY HARD SPHERE GAS

We shall now obtain an expression for the effective
interaction $J_{\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}}(1,-1 ; 2,-2)$ in the forward scattering approximation. From Refs. 1 and 8, we can write the basic vertex function

$$
A\binom{\mathbf{K}_{1} \gamma ; \mathbf{K}_{2} \gamma_{2}}{\mathbf{K}_{3} \gamma_{3} ; \mathbf{K}_{4} \gamma_{4}}
$$

as

$$
A\binom{\mathbf{K}_{1} \gamma_{1} \mathbf{K}_{2} \gamma_{2}}{\mathbf{K}_{3} \gamma_{3} \mathbf{K}_{\gamma_{4}}}=C^{2}\left(\mathbf{K}_{12}\right)\left\langle\mathbf{K}_{1} \gamma_{1} ; \mathbf{K}_{2} \gamma_{2}\right| A\left|\mathbf{K}_{3} \gamma_{3} ; \mathbf{K}_{4} \boldsymbol{\gamma}_{4}\right\rangle^{(a)}
$$

$$
=\delta\left(\mathbf{K}_{1}+\mathbf{K}_{2}-\mathbf{K}_{3}-\mathbf{K}_{4}\right) \sum_{l, m} \frac{2 l+1}{4 \pi} P_{\boldsymbol{l}}\left(\hat{K}_{12} \cdot \hat{K}_{34}\right)
$$

$$
\begin{align*}
& \times\left[\left\langle\gamma_{1} \gamma_{2} \mid \gamma_{3} \gamma_{4}\right\rangle-(-1)^{l}\left\langle\gamma_{1} \gamma_{2} \mid \gamma_{4} \gamma_{3}\right\rangle\right. \\
& \left(\frac{2}{\pi} \frac{\cos ^{2} \delta_{1}\left(K_{12}\right)}{K_{12}}\left\langle K_{34} l\right| A\left|K_{12} l\right\rangle\right), \tag{IV.1}
\end{align*}
$$

where $P_{l}\left(\hat{K}_{12} \cdot \hat{K}_{34}\right)$ is the $l$ th order Legendre polynomial, $\mathbf{K}=\frac{1}{2}\left(\mathbf{K}_{1}-\mathbf{K}_{2}\right), K_{12}=\mathbf{K}_{12} /\left|\mathbf{K}_{12}\right|$, and $\delta_{\mathbf{t}}\left(k_{12}\right)$ is the $l$ th order phase shift. We will be interested primarily in the effect of long wavelength spin fluctuations on the particle-pair interaction. For this case, we can approximate the basic vertex function by its value for forward scattering

$$
\begin{align*}
A\left(\begin{array}{ll}
\mathbf{K}_{1} \gamma_{1} & \mathbf{K}_{2} \gamma_{2} \\
\mathbf{K}_{3} \gamma_{3} & \mathbf{K}_{4} \gamma_{4}
\end{array}\right) & \approx \delta\left(\mathbf{K}_{1}+\mathbf{K}_{2}-\mathbf{K}_{3}-\mathbf{K}_{4}\right)(-1) \sum_{i, m}\left(\frac{2 l+1}{4 \pi}\right) \\
& \times\left[\left\langle\gamma_{1} \gamma_{2} \mid \gamma_{3} \gamma_{4}\right\rangle-(-1)^{2}\left\langle\gamma_{1} \gamma_{2} \mid \gamma_{4} \gamma_{3}\right\rangle\right] \\
& \left(\frac{2}{\pi} \frac{\cos ^{2} \delta_{1}\left(K_{12}\right)}{K_{12}} \tan \delta_{1}\left(K_{12}\right)\right) . \tag{IV.2}
\end{align*}
$$

At very low densities, where the momentum of the interacting particles is low, we have

$$
\begin{equation*}
\tan \delta_{1}(K) \simeq-(K a)^{2 l+1} /(2 l+1)[(2 l-1)!!]^{2} \tag{IV.3}
\end{equation*}
$$

where $K$ is the relative momentum of the scattering particles and $a$ is the radius of the hard sphere. The phase shifts take the form

$$
\begin{equation*}
\delta_{0}(K) \approx-K a+O\left[(K a)^{3}\right] \tag{IV,4}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{l}(K) \approx O\left[(K a)^{2 l+1}\right] . \tag{IV.5}
\end{equation*}
$$

Thus at low density, for forward scattering, we have

$$
A\left(\begin{array}{ll}
\mathbf{K}_{1} \gamma_{1} & \mathbf{K}_{2} \gamma_{2}  \tag{IV.6}\\
\mathbf{K}_{3} \gamma_{3} & \mathbf{K}_{4} \gamma_{4}
\end{array}\right) \approx \begin{array}{r} 
\\
\\
\\
{\left[\left\langle\gamma_{1} \gamma_{2} \mid \gamma_{3} \gamma_{4}\right\rangle+\mathbf{K}_{2}-\mathbf{K}_{3}-\mathbf{K}_{4}\right) \frac{4 \pi a}{(2 \pi)^{3}}} \\
\gamma_{1} \gamma_{2}\left|\gamma_{4} \gamma_{3}\right\rangle
\end{array}
$$

Let us now expand the spin wavefunctions in terms of eigenstates of the total spin of the particles, $\left|s, s_{s}\right\rangle_{0}$ Thus $|\uparrow \uparrow\rangle=|1,1\rangle, \quad|\downarrow \downarrow\rangle=|1,-1\rangle, \quad|\uparrow \downarrow\rangle=(1 / \sqrt{2})\{|1,0\rangle$ $+|0.0\rangle\}$ and $|+\uparrow\rangle=(1 / \sqrt{2})\{|1,0\rangle-|0,0\rangle\}$. The states $\left|s, s_{z}\right\rangle$ are orthonormal. It is easy to see that

$$
A\left(\begin{array}{ll}
K_{1} \uparrow & K_{2} \uparrow  \tag{IV.7}\\
K_{3} \uparrow & K_{4} \uparrow
\end{array}\right)=0,
$$

$$
A\left(\begin{array}{ll}
\mathbf{K}_{1} \uparrow & \mathbf{K}_{2} \downarrow  \tag{IV.8}\\
\mathbf{K}_{3} \uparrow & \mathbf{K}_{4} \downarrow
\end{array}\right)=\delta\left(K_{1}+K_{2}-K_{3}-K_{4}\right) \frac{(4 \pi a)}{(2 \pi)^{3}},
$$

and

$$
A\left(\begin{array}{ll}
\mathbf{K}_{1} \uparrow & \mathbf{K}_{2} \downarrow  \tag{IV.9}\\
\mathrm{~K}_{3} \downarrow & \mathbf{K}_{4}^{\uparrow}
\end{array}\right)=-\delta\left(K_{1}+K_{2}-K_{3}-K_{4}\right) \frac{(4 \pi a)}{(2 \pi)^{3}} .
$$

Thus, parallel spin pairs ( $S=1, S_{z}=1$ ) do not experience the hard core directly because of exchange effects. We further note that the effective interaction for particles with spin $S=1$ and $S_{z}=0$ is

$$
A\left(\begin{array}{ll}
K_{1} & K_{2}  \tag{IV.10}\\
K_{3} & K_{4}
\end{array}\right)_{\substack{S_{\varepsilon}=0}}=\left[A\left(\begin{array}{ll}
\mathbf{K}_{1} \uparrow & \mathbf{K}_{2} \downarrow \\
\mathbf{K}_{3} \uparrow & \mathbf{K}_{4} \downarrow
\end{array}\right)+A\left(\begin{array}{ll}
\mathbf{K}_{1} \uparrow & \mathbf{K}_{2} \downarrow \\
\mathbf{K}_{3} \downarrow & \mathbf{K}_{4} \uparrow
\end{array}\right)\right]=0,
$$

and for particles pairs with $S=0$ and $S_{z}=0$ is

$$
\begin{align*}
A\left(\begin{array}{ll}
\mathbf{K}_{1} & \mathbf{K}_{2} \\
\mathbf{K}_{3} & \mathbf{K}_{4}
\end{array}\right) & =\left[A\left(\begin{array}{ll}
\mathbf{K}_{1} \uparrow & \mathbf{K}_{2} \downarrow \\
\mathbf{K}_{3} \uparrow & \mathbf{K}_{4} \downarrow
\end{array}\right)-A\left(\begin{array}{ll}
\mathbf{K}_{1} \uparrow & \mathbf{K}_{2} \downarrow \\
\mathbf{K}_{3} \downarrow & \mathbf{K}_{4} \uparrow
\end{array}\right)\right] \\
& =\delta\left(\mathbf{K}_{1}+\mathbf{K}_{2}-\mathbf{K}_{3}-\mathbf{K}_{4}\right) \frac{(4 \pi a)}{(2 \pi)^{3}} \tag{IV.11}
\end{align*}
$$

Thus only pairs with total spin zero experience the hard core directly.

The entire effective interaction for particle pairs with spin $S=1, S_{z}=1$ mediated by spin fluctuations is given by the diagrams in Fig. 1. At low densities, the important contribution comes from those terms containing one loop since each loop is proportional to $K_{f}$. It is easiest to write the effective interaction at the critical temperature where the gap is zero since the gap will introduce anisotropies into the system. ${ }^{3}$ Furthermore, for simplicity we shall neglect self-energy effects in the propagators. We then obtain
$J\left(\mathbf{Q}, \epsilon_{i}\right)_{s=1}, s_{z} \approx 2=J\left(\mathbf{Q}, \epsilon_{l}\right)_{+1 ;+}$

$$
\begin{align*}
& =\frac{2 \pi a}{(2 \pi)^{3}} \frac{1}{1+4 \pi a_{\chi_{0}}\left(\mathbf{Q} \epsilon_{l}\right)}-\frac{1}{1-4 \pi a_{\chi_{0}}\left(\mathbf{Q}_{l}\right)} \\
& \approx \frac{-(4 \pi a)^{2}}{(2 \pi)^{3}} \chi_{0}\left(\mathbf{Q}_{l}\right) \tag{IV.12}
\end{align*}
$$

where $\mathbf{Q}=\mathbf{K}_{1}-\mathbf{K}_{2}$ and $\epsilon_{\boldsymbol{t}}=z_{1}-z_{2}$. The response function $\chi_{0}\left(\mathbf{Q}, \epsilon_{l}\right)$ is defined as usual as


FIG. 1. Diagrams which contribute to the effective interaction of particle pairs with $\operatorname{spin} S=1, S_{\bar{z}}=1$.


FIG. 2. Diagrams which contribute to the effective interaction of particle pairs with $\operatorname{spin} S=1, S_{Z}=0$.
$\chi_{0}\left(\mathbf{Q}, \epsilon_{\boldsymbol{\imath}}\right)=-\frac{1}{\beta} \frac{\sum}{n} \int \frac{d \mathbf{K}}{(2 \pi)^{3}}\left(\frac{1}{i \epsilon_{\boldsymbol{\imath}}+i z-\omega(\mathbf{K}+\mathbf{Q})}\right)\left(\frac{1}{i z-\omega(\mathbf{K})}\right)$
and is positive in the limit $Q \rightarrow 0, \epsilon_{1} \rightarrow 0$. In considering long wavelength and low frequency spin fluctuations, we are limiting ourselves to small $Q$ and $\epsilon_{I}$ and forward scattering, $\left|\mathbf{K}_{1}\right| \approx K_{f}$ and $\left|\mathbf{K}_{2}\right| \sim K_{f}$ and $\chi_{0}\left(\mathbf{Q}, \epsilon_{i}\right) \approx \chi_{0}(00)$ $\approx m K_{f} / 2 \pi^{2}$. The effective interaction between parallel spin particles is negative.

The effective interaction for particle pairs of spin $S=1$ and $S_{z}=0$ is given by the sum of the diagrams in Figs. 2a and 2b. We find that for particle pairs with $S=1, S_{z}=0$, the effective interaction is also

$$
\begin{align*}
J\left(\mathbf{Q} \epsilon_{l}\right)_{s=1, s_{z}=0} & \left.=\lambda \mathbf{Q}, \epsilon_{l}\right)_{t i ; t}+J\left(\mathbf{Q} \epsilon_{l}\right)_{t ; 1+} \\
& =\frac{2 \pi a}{(2 \pi)^{3}}\left[\frac{1}{1+4 \pi a \chi_{0}\left(\mathbf{Q}_{l}\right)}-\frac{1}{1-4 \pi a \chi_{0}\left(\mathbf{Q}_{1} \epsilon_{l}\right)}\right] \\
& \approx \frac{-(4 \pi a)^{2}}{(2 \pi)^{3}} \chi_{0}\left(\mathbf{Q} \epsilon_{l}\right) \quad \text { (IV. } \quad \tag{IV.14}
\end{align*}
$$

Thus, for low-density hard-core particles at the Fermi surface which are mediated by long-wavelength low-frequency spin fluctuations, the effective interaction between pairs of particles with total spin $S=1$ is attractive. At the critical temperature, the effective interaction for pairs with ( $S=1, S_{z}=1$ ) and ( $S=1, S_{z}=0$ ) are equal. This result is rigorous for particle pairs at the Fermi surface. We can now apply the usual arguments to Eqs. (IV.11) and (IV.12) to obtain an expression for the critical temperature (see, for example, Ref. 9, Chap. 7).

## V.CONCLUSIONS

In this paper, we have considered a rather simple application of the binary expansion in order to illustrate
the meaning of various quantities in the theory, and because it enables us to compare various features of the binary expansion and quantum field theory。 We see that the basic structure of the two theories is quite similar except that the binary expansion contains extra terms (the $D$-vertices) and the two theories give different weights to repeated scattering processes. The main difference in the two theories, however, is in their treatment of basic interactions in the fluid. The basic vertices in the binary expansion are given in terms of the exact solution to the two-body problem, whereas the basic vertices in quantum field theory, for particles with hard cores, are infinite and meaningless, since they involve the Fourier transform of the Lennard-Jones potential.

If we go to higher densities, use of the forward scattering approximation will certainly not be satisfactory, and we must consider the full scattering problem. In that case, the simple method of Matsubara for summing "secular" effects is no longer applicable and we must use the method of Laplace transform discussed in Ref. 10. While the structure of the propagators will be more complicated when using the Laplace transformation, the method for obtaining the gap will be the same as that considered here.

## APPENDIX: RULES FOR EVALUATING $0^{\prime}$ DIAGRAMS AND $\left(n_{1}, n_{2}\right)$ DIAGRAMS

(A. i) Label the lines from 1 to $n$, where $n$ is the number of lines, and associate to the $j$ th line a momentum $K_{i}$ and an energy $Z_{j}=\pi n_{j} / \beta$, where $n_{j}$ is a positive or negative odd integer.
(A. ii) Associate with each $A$-vertex a factor

(A. iii) Associate with each $S_{\mathrm{II}^{-}}^{+}$vertex a factor


(A. iv) With the $j$ th line associate a factor
$1 \prod_{\gamma_{2}}^{\gamma_{1}}=\frac{\delta_{\gamma_{1} \gamma_{2}}}{\left(i z_{1}-\omega_{1}\right)} \equiv G_{\gamma_{1} \gamma_{2}}^{0}(1)$,
where $z_{1}=\pi n_{1} / \rho$ ( $n_{1}$ odd integer) and $\omega_{1}=k_{1}^{2} / 2 m-q$.
(A。vi) Multiply the entire expression by a factor $\epsilon^{P_{B}}(1 / S)$, where $P_{B}$ and $S$ are defined in Ref. (Rule B8).


With each closed loop that attaches to a single vertex, associate a factor

(A. vi) Multiply the entire expression by a factor

(A. vii) Sum over momenta $K_{i}$ spins, $\gamma_{i}$ and odd integers $n_{i}$, and multiply by $1 / \beta$ for each internal line.
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#### Abstract

A method, which enables us to construct the finite-dimensional representations of the graded Lie algebras [explicitly the GLA $(\mathrm{Sp}(2 N) ; 2 N)$ ] on the irreducible tensors is suggested. Those tensors are constructed with the aid of the specifically symmetrized products of vectors from the fundamental [i.e., $(2 N+1)$ dimensional] representation space of the graded Lie algebra. The tensors, on which it is possible to represent the graded algebra ( $\mathrm{Sp}(2 N) ; 2 N$ ) irreducibly, represent a generalization of tensors which are known from the general representation theory of the symplectic Lie algebra $\mathrm{Sp}(2 N)$. The knowledge of the irreducible tensors of the algebra $\operatorname{Sp}(2 N)$ gives us then the possibility of solving the problems of classification as well as construction of the irreducible tensors of the graded algebra ( $\operatorname{Sp}(2 N) ; 2 N)$. For illustration, by using the suggested method of tensors the irreducible representations of the simplest graded algebra, i.e., of the algebra ( $\mathrm{Sp}(2) ; 2$ ) are constructed.


## 1. INTRODUCTION

In the physical as well as in the mathematical literature much attention has been devoted to the study of graded Lie algebras during the several recent years. By using various methods a number of authors ${ }^{1-4}$ solved the problem of classification of the graded Lie algebras and at present it seems that the problem of classification has been fully solved. ${ }^{4}$ The problem which is left and which should necessarily be further solved, is the problem of classification and construction of the irreducible representations of the particular graded Lie algebras.

As far as the use of the graded algebras, for instance, in elementary particle physics for the purpose of classification of particles, it is naturally necessary to know the structure of the irreducible representations-of the multiplets of the graded algebras, since the vectors of the basis of these irreducible multiplets should correspond to the particular elementary particles. One of the first attempts to using the graded Lie algebra $\operatorname{spl}(2,1),{ }^{5}$ [denoted also by ( $S U(2) \otimes S U(1) ; 2 \oplus \overline{2})$ according to Ref. 3] was for the purpose of classification of elementary particles (see Ref. 6). The particles as mesons and baryons with the same isospin and hypercharge, but different spins and baryon numbers were classified in the frame of so-called supersymmetric octets-the eight-dimensional irreducible multiplets of the graded algebra $\mathrm{spl}(2,1)$. We can, in principle, also use more complicated graded algebras in a similar way, of course, only under the assumption that we know the structure of the irreducible multiplets, i. e. , the structure of the representations of these graded algebras. The irreducible representations have been studied systematically and explicitly constructed only for the two simplest graded Lie algebras: ( $\mathrm{Sp}(2) ; 2$ ), see Refs. 2 and 5, and the already above-mentioned algebra $\operatorname{spl}(2,1)$, see Ref. 5.

Some general statements, which regard representations of the graded algebras are given in the paper by Kac. ${ }^{4}$ The most important of them is the theorem according to which the irreducible representations of the
graded algebras are characterized by the highest weights, which is similar to the case of the representations of the classical Lie algebras. At present, however, the problem of the structure of the representations (the representation spaces) which are characterized by the highest weights (e. g., the dimensions of these representations) are not known and the matrix realizations of the generators of the graded Lie algebra in the representation spaces specified by the corresponding highest weights has not been solved yet.

One of the possibilities of how to approach the solution of these-up to now not yet, generally, solvedproblems in the case of the graded algebra $(\operatorname{Sp}(2 N) ; 2 N)$ is the subject of this paper.

The content of the particular sections is as follows: The structure of the graded algebra $(\operatorname{Sp}(2 N) ; 2 N)$ is mentioned in Sec. 2. In Sec. 3 we study the matrix realization of generators of the graded algebra ( $\mathrm{Sp}(2 N) ; 2 N$ ) in the $(2 N+1)$-dimensional space $R$ (in which the lowest-dimensional, i. e., the fundamental, representation acts), and the matrix realization of the generators of the graded algebra in the spaces $R^{8} R$, $R \otimes R \otimes R, R^{\otimes} R \otimes R \otimes \cdots$ of tensor products of the fundamental representations $R$ 。In Sec. 4 the method of construction of the irreducible tensors of the graded algebra $(\operatorname{Sp}(2 N) ; 2 N)$ is presented. In the last section the irreducible tensor representations of the simplest graded algebra ( $\mathrm{Sp}(2) ; 2$ ) are explicitly given.

## 2. STRUCTURE OF THE GRADED ALGEBRA (Sp(2N): 2N)

The graded Lie algebra (GLA) $(\mathrm{Sp}(2 N) ; 2 N)$ is generated by the following operators:
(i) The $\operatorname{Sp}(2 N)$ operators $X_{i j} i, j=-N, \ldots,-1,1, \ldots, N$ (see Ref. 7), from which, of course, only $N(2 N+1)$ are independent generators.

The operators $X_{i j}$ fulf ill the relations

$$
\begin{equation*}
X_{i f}=-\epsilon_{i} \epsilon_{j} X_{-j-i}, \tag{2,1}
\end{equation*}
$$

where $\epsilon_{i}=+1$ for $i>0, \epsilon_{i}=-1$ for $i<0$.
(ii) The vector [w. r.t. the $\operatorname{Sp}(2 N)$ ] operators $V_{R}$, $k=-N, \ldots,-1,1, \ldots, N$.

The graded algebra generated by the $X_{i j}$ and $V_{k}$ is then defined by the following commutation and anticommutation relations, see Ref. 8:

$$
\begin{align*}
{\left[X_{i j}, X_{k t}\right]=} & \delta_{k j} X_{i l}-\delta_{i l} X_{k j}  \tag{2,2}\\
& +\epsilon_{i} \epsilon_{j} \delta_{-l j} X_{k-i}+\epsilon_{j} \epsilon_{k} \delta_{-i k} X_{-j l}, \\
{\left[X_{i j}, V_{k}\right]=} & \left(Q_{i j}\right)_{l k} V_{l}, \\
\left\{V_{k}, V_{i}\right\}= & \left(g Q_{i j}\right)_{k l} X_{j i},
\end{align*}
$$

where $g$ is the matrix with the matrix elements $g_{i j}$ $=\epsilon_{i} \delta_{i-j}, i, j=-N, \ldots,-1,1, \ldots, N$, and $Q_{i j}$ are matrices with the matrix elements

$$
\begin{equation*}
\left(Q_{i j}\right)_{k l}=\delta_{i l} \delta_{k j}-\epsilon_{i} \epsilon_{j} \delta_{-i k} \delta_{-j l} . \tag{2,3}
\end{equation*}
$$

The matrices $Q_{i j}$ represent the generators $X_{i j}$ in the lowest dimensional (i. e., $2 N$-dimensional) representation of the symplectic algebra $\mathrm{Sp}(2 \mathrm{~N})$.

## 3. REPRESENTATIONS OF GENERATORS OF THE GLA (Sp(2N); $2 N$ )

## A. The fundamental $(2 N+1)$-dimensional representation in the space $R$

It is possible to represent the algebra of operators $X_{i j}$ and $V_{k}$ by the matrices in the representation space $R$ of dimension ( $2 N+1$ ). This representation is the fundamental (lowest dimensional) representation of the GLA ( $\operatorname{Sp}(2 N) ; 2 N)$ 。If we decompose each of the $(2 N+1)$ $\times(2 N+1)$ matrices $A$ in $R$ into four blocks according to the scheme

$$
A=\left(\begin{array}{cc}
(2 N \times 2 N) & (2 N \times 1) \\
(1 \times 2 N) & 1 \times 1
\end{array}\right)
$$

in which the row and column matrix indices take up $(2 N+1)$ values $-N, \ldots,-1,1, \ldots, N, 0$, (in the given order), then the generators $X_{i j}$ in $R$ are represented by the matrices

$$
q_{i j}=\left(\begin{array}{cc}
\left(Q_{i j}\right) & (0)  \tag{3,1}\\
(0) & (0)
\end{array}\right)
$$

with the nonzero "diagonal" blocks $Q_{i j}$, while the operators $V_{k}$ are represented by the matrices

$$
v_{k}=\left(\begin{array}{lc}
(0) & (\neq 0)  \tag{3.2}\\
(\neq 0) & (0)
\end{array}\right)
$$

with the nonzero "nondiagonal" blocks, in which the nonzero matrix elements are given by

$$
\begin{equation*}
\left(v_{k}\right)_{m, 0}=\sqrt{2} \delta_{k m}, \quad\left(v_{k}\right)_{0, m}=\sqrt{2} g_{k m} \tag{3,3}
\end{equation*}
$$

This representation is the grade star representation in the sense of the definition given in Ref. 5. If we define for the operators $v=\left(\begin{array}{cc}0 & A \\ B & 0\end{array}\right)$ [see Eq. (3.2)], the grade star operation ( $\ddagger$ ) as $v{ }^{B}+\underset{\alpha^{0}}{=}\left(\begin{array}{c}0 \\ A^{+} \\ B^{+}\end{array}\right)$, then it is possible to easily verify, that for the matrices $v_{k}$, given by Eq. (3.3), the following relation

$$
v_{k}^{\ddagger}=-g_{k m} v_{m}
$$

is valid.

## B. The tensor products of the fundamental representations

 $R$ in the spaces $R \otimes R, R^{\otimes} R, R, R^{\prime} \otimes R \otimes R^{\prime} \otimes \ldots$We mention the realization of the generators of the graded algebra ( $\operatorname{Sp}(2 N) ; 2 N$ ) in the space $R \otimes R$ of the direct product of two fundamental representations first. The generators of the algebra ( $\operatorname{Sp}(2 N) ; 2 N$ ) which act in $R \otimes R$ are denoted by $X_{i j}^{(2)}$ and $V_{k}^{(2)}$ for simplicity.

Both these generators are expressible with the aid of matrices $q_{i j}$ and $v_{k}$, which act in the corresponding spaces $R$.

The Lie generators $X_{i j}^{(2)}$ are on $R \otimes R$ given by the prescription

$$
\begin{equation*}
X_{i j}^{(2)}=q_{i j} \otimes \mathrm{I}+\mathrm{I} \otimes q_{i j} \tag{3,4}
\end{equation*}
$$

where $I$ is the $(2 N+1)$-dimensional diagonal matrix

$$
\mathrm{I}=\left(\begin{array}{cc}
\left(\mathrm{I}_{2 N}\right) & 0  \tag{3.5}\\
0 & 1
\end{array}\right)
$$

The operators $V_{k}$ are constructed in a somewhat complicated manner, namely

$$
\begin{equation*}
V_{k}^{(2)}=v_{k} \otimes I+I I \otimes v_{k} \tag{3.6}
\end{equation*}
$$

where II is the $(2 N+1)$-dimensional diagonal matrix

$$
\mathrm{I}=\left(\begin{array}{cc}
\left(\mathrm{I}_{2 N}\right) & (0)  \tag{3,7}\\
(0) & (-1)
\end{array}\right)
$$

where $\mathrm{I}_{2 N}$ is the 2 N -dimensional unit matrix. The operators $X_{i j}^{(2)}$ and $V_{k}^{(2)}$, defined in $R \otimes R$ by Eqs. (3.4) and (3.6), fulf ill relations (2.2). It is possible to immediately verify this statement by applying the identities

$$
\begin{align*}
& \{A \otimes B, C \otimes D\}=\frac{1}{2}[A, C] \otimes[B, D]+\frac{1}{2}\{A, C\} \otimes\{B, D\}, \\
& {[A \otimes F, C \otimes D]=\frac{1}{2}[A, C] \otimes\{P, D\}+\frac{1}{2}\{A, C\} \otimes[P, D],} \tag{3.8}
\end{align*}
$$

and the relations

$$
\begin{equation*}
\left[v_{k}, \mathrm{I}\right\}=0, \quad\left\{v_{k}, \mathrm{II}\right\}=0 \tag{3.10}
\end{equation*}
$$

which follow from the definitions (3.1), (3.2), (3.5), and (3.7), in which the generators of the graded algebra are expressed with the aid of matrices for the operators $q_{i j}, v_{k}$, I, and $\Pi$.

We are going to consider the general case of the direct product of $n$-fundamental representations $R$, $i_{i} e_{0}$,

$$
\frac{R \otimes R \otimes \cdots \otimes R}{n \text { times }}
$$

The generators of the graded algebra in

$$
\frac{R \otimes R \otimes \cdots \otimes R}{n \text { times }}
$$

will be denoted by $X_{i j}^{(n)}$ and $V_{k}^{(n)}$. These generators can be expressed in terms of the generators $X_{i j}^{(n-1)}$ and $V_{k}^{(n-1)}$ [which act in the space

$$
\frac{R \sim R_{Q} \cdots Q R}{(n-1) \text { times }}
$$

of the direct product of ( $n-1$ ) fundamental representations] in the following way:

$$
\begin{align*}
& X_{i j}^{(n)}=X_{i j}^{(n-1)} \otimes \mathrm{I}+\mathrm{I}^{(n-1)} \otimes q_{i j}  \tag{3.11}\\
& V_{k}^{(n)}=V_{k}^{(n-1)} \otimes \mathrm{I}+\mathbb{I}^{(n-1)} \otimes v_{k}
\end{align*}
$$

Here, $\mathrm{I}^{(n-1)}$ is the unit matrix

$$
\begin{equation*}
\frac{\mathbf{I}^{(n-1)}=\mathbf{I} \otimes I \otimes \cdots \otimes I}{(n-1) \text { times }} \tag{3.12}
\end{equation*}
$$

and $\Pi^{(n-1)}$ is the diagonal matrix

$$
\begin{equation*}
\frac{\mathbb{I}^{(n-1)}=\boldsymbol{I} \otimes \boldsymbol{H} \otimes \cdots \mathbb{I}}{(n-1) \text { times }} \tag{3.13}
\end{equation*}
$$

both defined in

$$
\frac{R \otimes R Q R Q \cdots Q R .}{(n-1) \text { times }}
$$

Using Eqs. (3.11) we can express the generators $X_{i j}^{(n-1)}$ and $V_{k}^{(n-1)}$ with the aid of $X_{i j}^{(n-2)}$ and $V_{k}^{(n-2)}$. By repeating this procedure we get, at the end, the explicit expressions for the operators $X_{i j}^{(n)}$ and $V_{k}^{(n)}$, which are expressed with the aid of the fundamental matrices $q_{i j}$ and $v_{k}$ (those represent the generators of the GLA in R)。

## 4. THE METHOD OF CONSTRUCTION OF TENSORS, IRREDUCIBLE W.R.T. THE GRADED ALGEBRAS (Sp(2N); 2N)

We denote by $\mathbf{x}$ a vector from $R$ (i, e. $\mathbf{x} \in R$ ); $\mathbf{x}$ is a $(2 N+1)$-dimensional vector with the components $x_{\alpha}, \alpha=-N, \ldots,-1,1, \ldots, N, 0$. It is evident that the operators $X_{i j}^{(n)}$ and $V_{k}^{(n)}$ act in the space of $n(2 N+1)$ tensor components $x_{\alpha_{1}}^{1} x_{\alpha_{2}}^{2} \ldots x_{\alpha_{n}}^{n}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \ldots, \alpha_{n}=-N\right.$, $\ldots,-1,1, \ldots, N, 0$ ) of the tensor $g$ iven by the direct product of $n$ vectors, i. $e_{\circ}$,

$$
\mathbf{x}^{1} \otimes \mathbf{x}^{2} \otimes \cdots \otimes \mathbf{x}^{n}
$$

The GLA $(\operatorname{Sp}(2 N) ; 2 N)$ is obviously not represented irreducibly in the space of $n(2 N+1)$ independent components $x_{\alpha_{1}}^{1} x_{\alpha_{2}}^{2} \cdots x_{\alpha_{\eta^{\circ}}}^{n}$ Naturally, the following questions arises: (i) How the irreducible tensors (w, r.t. the GLA) are classified, (ii) what is the structure of these irreducible tensors, and (iii) how they are constructed explicitly? Finally, to which irreducible components can the direct product $R \otimes R \otimes R \otimes \cdots \otimes R$ be decomposed?

To give an exhaustive answer to these questions is far from being easy. However, it is possible to easily find the answers to questions (i) and (iii).

It is well known, see Ref. 9, that any irreducible representation of the Lie algebra $\operatorname{Sp}(2 N)$ is specified with the aid of the Young tableau $\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right]$, which in a unique way determines the type of the symmetry of the corresponding tensor $T^{(r)}$ of the order $r=\lambda_{1}+\lambda_{2}$ $+\cdots+\lambda_{N}$, on which the symplectic algebra $\operatorname{Sp}(2 N)$ is represented irreducibly.

The components $T_{k 1}^{(r)}, \ldots, k_{r}$, of the tensor $T^{(r)}$ have $r$ tensor indices $k_{1}, k_{2}, \ldots, k_{r}, k_{r}=-N, \ldots,-1,1, \ldots, N$. These components are constructed with the aid of the specifically symmetrized products of $r$ vectors $x^{1}$, $\mathrm{x}^{2}, \ldots, \mathrm{x}^{r}$ (the type of the symmetry of the tensor is specified by the corresponding Young tableau), i.e.,
with the aid of the components

$$
x_{k_{1}}^{1} x_{k_{2}}^{2} \cdots x_{k_{r}}^{r}, \quad k_{1}, k_{2}, \cdots, k_{r}=-N, \cdots,-1,1, \cdots, N
$$

We shall therefore assume, that we know explicitly what the tensor components of the irreducible [w.r.t. $\mathrm{Sp}(2 N)$ ] tensor of the $t$ th order are which correspond to the Young tableau $\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right]$.

If we act on these irreducible components [with $r$ indices of the type $k(=-N, \ldots,-1,1, \ldots, N)]$ by the operators $V_{k}^{(r)}$, we get tensor components of the new type: with $(r-1)$ indices of type $k$ and one index of type 0 . In case we act on these new components further by the operator $V_{k}^{(r)}$, we get the next new-type components, which have the $(r-2)$ indices of type $k$ and two indices of type 0 . In this way we can construct all tensor components of the new tensor-of the same order $r$-the tensor indices which already take up $(2 N+1)$ values: $-N, \ldots,-1,1, \ldots, N, 0$.

It is possible on the tensor components of the new tensor, the construction of which has been just described, to represent the graded algebra ( $\operatorname{Sp}(2 N) ; 2 N$ ) irreducibly. At the same time the representation of the GLA (Sp( $2 N$ ); $2 N$ ), realized on tensors constructed in this way, is specified by the Young tableau $\left[\lambda_{1}, \ldots, \lambda_{N}\right]$, which describes the type of the symmetry of just those components [of the irreducible w. r. t. ( $\operatorname{Sp}(2 N) ; 2 N)$ tensor], which have all tensor indices of the type $k(=-N, \ldots,-1,1, \ldots, N)$. In this way, for the GLA $(\operatorname{Sp}(2 N) ; 2 N)$ the problem of classification of representations can be solved. Further, the problem of the construction of the basis in the representation space and the matrix realizations of the generators of the GLA in these representations can be solved. In the next section we apply the method of tensors to the description of the irreducible representations of one of the simplest algebras, namely, the GLA (Sp(2); 2).

## 5. THE GRADED ALGEBRA ( $\mathrm{Sp}(2)$; 2) REPRESENTED ON IRREDUCIBLE TENSORS

The Lie algebra $\mathrm{Sp}(2)$ is isomorphic to the Lie algebra $\mathrm{SU}(2)$ and consequently the graded algebra $(\mathrm{Sp}(2) ; 2)$ is isomorphic to the GLA (SU(2); 2) (see Ref. 2). For formal simplicity we are therefore going to consider the GLA ( $\mathrm{SU}(2) ; 2$ ) and to study its representations.

The GLA (SU(2); 2) is generated, Ref. 2, by the $\mathrm{SU}(2)$ generators $Q_{m}, m=1,2,3$, and by the two components $V_{\alpha}, \alpha= \pm \frac{1}{2}$, of the spinor [w.r.t. the $\operatorname{SU}(2)$ ] operator $V$. The commutation and anticommutation relations of these operators may be written down in the form (Ref. 2):

$$
\begin{align*}
& {\left[Q_{m}, Q_{n}\right]=i \epsilon_{m n p} Q_{p}} \\
& {\left[Q_{m}, V_{\alpha}\right]=\frac{1}{2}\left(\tau_{m}\right)_{\beta \alpha} V_{B}}  \tag{5.1}\\
& \left\{V_{\alpha}, V_{\beta}\right\}=\frac{1}{2}\left(C \tau_{m}\right)_{\alpha \beta} Q_{m}
\end{align*}
$$

where $\tau_{m}(m=1,2,3)$ are the Pauli matrices, represented by

$$
\tau_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \tau_{2}=\left(\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right), \quad \tau_{3}=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
$$

The charge conjugation matrix $C$ is in this representa-
tion of Pauli matrices given by

$$
C=\left(\begin{array}{cc}
0 & 1  \tag{5.2}\\
-1 & 0
\end{array}\right)
$$

It is purposeful to introduce in the algebra $S U(2)$ the spherical basis of the operators $Q_{ \pm}, Q_{3}$, defined as

$$
\begin{equation*}
Q_{ \pm}=Q_{1} \pm i Q_{2} . \tag{5.3}
\end{equation*}
$$

Definition equation (5.1) of the GLA (SU(2); 2) may be then rewritten to the following form (Ref. 5);

$$
\begin{array}{ll}
{\left[Q_{3}, Q_{ \pm}\right]= \pm Q_{ \pm},} & {\left[Q_{ \pm}, Q_{-}\right]=2 Q_{3},} \\
{\left[Q_{3}, V_{ \pm 1 / 2}\right]= \pm \frac{1}{2} V_{ \pm 1 / 2},} & {\left[Q_{ \pm}, V_{ \pm 1 / 2}\right]=0, \quad\left[Q_{ \pm}, V_{\mp 1 / 2}\right]=V_{ \pm 1 / 2} .} \\
\left\{V_{ \pm 1 / 2}, V_{ \pm 1 / 2}\right\}= \pm \frac{1}{2} Q_{ \pm}, & \left\{V_{ \pm 1 / 2}, V_{\mp 1 / 2}\right\}=-\frac{1}{2} Q_{3},
\end{array}
$$

The space for the fundamental representation of the GLA (SU(2); 2) is three-dimensional and therefore the generators of GLA on it are represented by $3 \times 3$ matrices. It is possible to define the vectors of the basis in $R$ in the following manner:

$$
\chi_{1 / 2}=\left(\begin{array}{l}
1  \tag{5.5}\\
0 \\
0
\end{array}\right), \quad \chi_{-1 / 2}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \quad \psi_{0}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right) .
$$

The $\operatorname{SU}(2)$ generators $Q_{3}$ and $Q_{ \pm}$are represented in this basis by the matrices

$$
Q_{3}=\frac{1}{2}\left(\begin{array}{rrr}
1 & 0 & 0  \tag{5.6}\\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right), \quad Q_{+}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad Q_{-}=\left(\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

In the first grade-star representation the operators $V_{ \pm 1 / 2}$ are represented by the following matrices:

$$
\begin{align*}
& V_{+1 / 2}=\frac{1}{2}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right),  \tag{5.7}\\
& V_{-1 / 2}=\frac{1}{2}\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & 1 \\
-1 & 0 & 0
\end{array}\right) \tag{5.8}
\end{align*}
$$

It is easy to verify that the matrices (5.6), (5.7), and (5.8), correspondingly, represent the generators of the GLA (SU(2); 2), i.e., they fulfill relations (5.1).

We are next going to discuss the construction of further representations of the algebra ( $\mathrm{SU}(2) ; 2$ ) of higher dimensions.
It is well known that the algebra $\mathrm{SU}(2)$ is represented irreducibly on the multispinors. It is defined as (See Ref. 10)

$$
\begin{equation*}
\xi_{s}(\sigma)=\left(\frac{(2 s)!}{(s+\sigma)!(s-\sigma)!}\right)^{1 / 2} \sum_{P} \overbrace{\underbrace{\xi_{1 / 2 \ldots 1 / 2}-\underbrace{1 / 2 \cdots \cdots-1 / 2}_{(s-\sigma)}}_{(s+\sigma)}}^{2 s} \tag{5.9}
\end{equation*}
$$

(here the sum runs over all permutations $P$ of the $2 s$ indices which correspond to different orders of the indices $\frac{1}{2},-\frac{1}{2}$ ), where

$$
\begin{align*}
& \underbrace{\xi_{1 / 20001 / 2}}_{(s+\sigma)} \underbrace{-1 / 2 \cdots o-1 / 2}_{(s-\sigma)} \\
& =\underbrace{\chi_{1 / 2} \chi_{1 / 2} \cdots \chi_{1 / 2} \chi_{-1 / 2} \cdots \chi_{-1 / 2}}_{(s+\sigma)} \tag{5.10}
\end{align*}
$$

is the product of the $(s+\sigma)$ spinors $\chi_{1 / 2}$ and the $(s-\sigma)$ spinors $\chi_{-1 / 2}$.

The accessible values of the spin $s$ are $\frac{1}{2}, 1, \frac{3}{2}$, $2, \cdots$ and that of the third spin-component $\sigma$ equals $\sigma=-s, \ldots, s$.

On these multispinors the representation (characterized by the $\operatorname{spin} s$ ) of the algebra $\operatorname{SU}(2)$ is realized as:

$$
Q_{1} \xi_{s}(\sigma)=\frac{1}{2} \sqrt{(s+\sigma)(s-\sigma+1)} \xi_{s}(\sigma-1)
$$

$$
+\frac{1}{2} \sqrt{(s-\sigma)(s+\sigma+1)} \xi_{s}(\sigma+1)
$$

$$
\begin{align*}
Q_{2} \xi_{s}(\sigma)= & (i / 2) \sqrt{(s+\sigma)(s-\sigma+1)} \xi_{s}(\sigma-1) \\
& -(i / 2) \sqrt{(s-\sigma)(s+\sigma+1)} \xi_{s}(\sigma+1), Q_{3} \xi_{s}(\sigma)=\sigma \xi_{s}(\sigma) \tag{5.11}
\end{align*}
$$

Thus, we know the irreducible "tensors" (i.e., the multispinors) of the order $2 s$, on which it is possible to represent the algebra $\operatorname{SU}(2)$ irreducibly. The "tensor" indices of components of this "tensor" are of the type $k\left(=+\frac{1}{2},-\frac{1}{2}\right)$, in the sense of the terminology of Sec. 4.

We shall aim further at the construction of the next tensor components of the tensor of the order $2 s$, on which it would be [together with the known components denoted by $\left.\xi_{s}(\sigma)\right]$ possible to represent the whole graded algebra ( $\mathrm{SU}(2) ; 2$ ) irreducibly.

If we act on $\xi_{s}(\sigma)$ by the operator $V_{-1 / 2}^{\left(2 s_{s}\right)}$ we get the new expressions, which contain ( $2 s-1$ ) indices of type $k$ ( $= \pm \frac{1}{2}$ ) and one of type 0 . These new expressions, normalized to the unit and denoted as $\xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right)$, may be written in the form

$$
\xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right)=\frac{1}{\sqrt{s+\sigma}}\left(\frac{(2 s)!}{(s+\sigma)!(s-\sigma)!}\right)^{1 / 2}
$$

$$
\begin{equation*}
\sum_{P} \xi_{\xi_{0}}^{\overbrace{(s+\sigma-1)}-\cdots+1 / 2}-\frac{1 / 2 \cdots \cdot \cdots-1 / 2}{(s-\sigma)}, \tag{5.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{\mu \gamma \rho} \cdots{ }_{\Lambda}=\eta_{\mu} \eta_{\gamma} \eta_{0} \cdots \eta_{A} \tag{5,13}
\end{equation*}
$$

in which $\eta_{\mu}=x_{1 / 2}$ for $\mu=\frac{1}{2}, \eta_{\mu}=\chi_{-1 / 2}$ for $\mu=-\frac{1}{2}$ and $\eta_{u}=\psi_{0}$ for $\mu=0$.

We can easily verify, that the following relation is valid,

$$
\begin{equation*}
V_{-1 / 2}^{(2 s)} \xi_{s}(\sigma)=-\frac{1}{2} \sqrt{s+\sigma} \xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right) \tag{5.14}
\end{equation*}
$$

If we act further by the operator $V_{-1 / 2}^{(2 s)}$ on the terms $\xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right)$, we find simply that its action is

$$
\begin{equation*}
V_{-1 / 2}^{(2 s)} \xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right)=-\frac{1}{4} Q_{-} \xi_{s}(\sigma) \tag{5.15}
\end{equation*}
$$

It follows from Eq. $(5,15)$ that the tensor components, which should contain two or more tensor indices of
type 0, are not included in the irreducible [w.r.t. the (SU(2); 2)] representation space, which contains $\xi_{s}(\sigma)$, $\xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right)$.

Therefore, the GLA ( $\operatorname{SU}(2) ; 2$ ) is represented irreducibly on the space (of tensors of the order $2 s$ ) in which the basis is formed by

$$
\begin{array}{ll}
\xi_{s}(\sigma), & \sigma=-s, \ldots, s \quad(\operatorname{spin} s), \\
\xi_{s-1 / 2}(\sigma), & \sigma=-s+\frac{1}{2}, \ldots, s-\frac{1}{2} \quad\left(\operatorname{spin} s-\frac{1}{2}\right)
\end{array}
$$

The action of the generators $V_{ \pm}^{(2)} \sum_{2}^{2}$ of the GLA on the $\xi_{s}$ and $\xi_{s-1 / 2}$ follows from the equations:

$$
\begin{align*}
& V_{+1 / 2}^{(2 s s)} \xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right)=\frac{1}{2} \sqrt{s-\sigma+1} \xi_{s}(\sigma-1), \\
& V_{-1 / 2}^{(2 s)} \xi_{s}(\sigma)=-\frac{1}{2} \sqrt{s+\sigma} \xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right),  \tag{5,16}\\
& V_{+1 / 2} \xi_{s-1 / 2}\left(\sigma-\frac{1}{2}\right)=\frac{1}{2} \sqrt{s+\sigma} \xi_{s}(\sigma), \\
& V_{+1 / 2}^{(2 s)} \xi_{s}(\sigma)=\frac{1}{2} \sqrt{s-\sigma} \xi_{s-1 / 2}\left(\sigma+\frac{1}{2}\right),
\end{align*}
$$

It follows explicitly from these equations, that the $(4 s+1)$-dimensional subspace [with the basis formed by the functions $\xi_{s}(\sigma)$ and $\xi_{s-1 / 2}(\sigma)$ in the space

```
R\otimesR\otimesR\otimes\cdots\otimesR
```

actually forms the subspace for the irreducible representation (specified by $s$ ) of the graded algebra (SU(2); 2).

These representations were, of course, found only recently by a quite different method, and studied in Refs. 2 and 5.

The reply to the question: How to clasify the irreducible representations of the GLA (SU(2); 2) is contained in the following statement: To any integral and halfintegral $s$, i.e., $s=\frac{1}{2}, 1, \frac{3}{2}, 2, \frac{5}{2}, 3, \cdots$ there exists the irreducible $(4 s+1)$-dimensional representation of the graded Lie algebra ( $\mathrm{SU}(2) ; 2$ ), realized on the tensor components $\xi_{s}(\sigma)$ and $\xi_{s-1 / 2}(\sigma)$ [Eqs. (5.9) and (5.12)] of the tensor of the 2 s -order.

By the method suggested in Sec. 4, we have constructed the irreducible representations of the simplest of the graded algebras, i. e., $(\mathrm{Sp}(2) ; 2)$.

The explicit construction of the representations of the more complicated graded Lie algebras ( $\operatorname{Sp}(2 \mathrm{~V}) ; 2 \mathrm{~N}$ ), $N=2,3, \cdots$ and others will be given in further papers.

## 6. CONCLUSION

In this paper the problem of classification and the construction of the irreducible representations of graded Lie algebras ( $\mathrm{Sp}(2 N$ ); $2 N$ ) is studied. A method is suggested, which enables us to construct the irreducible representations of these algebras, constructed in the framework of the tensor products of vectors from the space of the fundamental (i. e. , the lowestdimensional representation of the graded algebras $(\operatorname{Sp}(2 N) ; 2 N)$. The method, with the help of which the irreducible representations of the symplectic GLA's
( $\operatorname{Sp}(2 N) ; 2 N)$ are discussed, has, of course, a general validity and can be applied to the study of representations of any classical graded algebras $G\left(=G_{\overline{0}}+G_{\overline{1}}\right.$, where $G_{\overline{0}}$ is the Lie subalgebra) which is simple, or semisimple, and at which the representation $G_{\overline{0}}$ in $G_{\bar{I}}$ is fully reducible (Ref. 4).

In general, only the problem of classification of the representations of the graded Lie algebras with the aid of the highest weights (the theorem by Kac, Ref. 4) was discussed in the literature. Meanwhile, till the present day, no one had solved the problem of structure of the representations, which are specified by the highest weights. To solve this problem in the graded algebras is however, a substantially more complicated task than for the classical Lie algebras, mainly due to the fact that the representations of the graded algebras could be not fully decomposable, i. e., they can contain the invariant (w.r.t. the graded algebra) subspaces (see Ref. 4).

The constructive method presented in this paper enables us to solve the problem of the structure of representations of the GLA. It enables us to explicitly construct the basis in the representation space, which is specified by the highest weight. Furthermore, in such a basis in the representation space it enables us to represent all the generators of the GLA by the explicit matrices.

For this reason the method which uses tensors is a useful tool; with its help the up to now open problems in the theory of representations of the graded algebras can now be solved.
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#### Abstract

The importance of analyzing the off-shell effects due to scattering by nonlocal potentials is emphasized. Analytical expressions for $l$-wave off-shell wavefunctions associated with Jost (irregular) and physical (outgoing wave) boundary conditions are derived for an $N$-term separable potential by using a differential equation approach. The half-off-shell and fully off-shell $T$ matrices are expressed in terms of appropriate Jost functions, Fredholm determinants, and transforms of the form factors of the potential. The general results presented are then used to construct exact expressions for $T$ matrices for Tabakin, Beregi, and Mongan potentials. In limiting cases, each of our results can be seen to yield the off-shell $T$ matrix for the one-term Yamaguchi potential calculated by other techniques.


## I. INTRODUCTION

An awkward analytical constraint associated with the short-range local potential is that the phase shift $\delta_{l}(k)$ is a continuous function of momentum $k$. There exist situations where relaxation of the constraint is necessary in order to accomodate experimental results. For example, in the vicinity of an isolated compound resonance, the phase shift for the resonant partial wave develops a jump of magnitude $\pi$. The change in phase becomes discontinuous as the width of the resonance approaches zero. Recently, it has been emphasized by Mulligan et al. ${ }^{1}$ that this constraint can be relaxed in going from a local to a nonlocal potential. The nonlocal potential is thus effective in treating a much wider variety of phenomena than that encompassed with a short-range local potential.

One of the tasks in developing the description of physical processes characteristic of a nonlocal potential must be the analysis of off-shell effects due to such a potential. We attempt to do this by dealing with an V -term separable potential and solving for off-shell wavefunctions with physical (out-going wave) and Jost (irregular) boundary conditions for scattering by such potentials. These wavefunctions are useful in determining half-off-shell and off-shell $T$ matrices. For example, the behavior of the irregular solution near the origin determines the Jost functions. Expressions for the on- and off-shell Jost functions can be employed to calculate the half-off-shell $T$ matrix. The Fredholm determinant associated with the physical wavefunction is used to obtain the off-shell $T$ matrix. A merit of the $T$ matrix calculation for a separable potential based on the wavefunction approach is that it does not involve the evaluation of typical contour integrals associated with the Tabakin's ${ }^{2}$ procedure. Further, the method can be easily extended to potentials of arbitrary rank.

In Sec. II we derive expressions for the $l$-wave offshell wavefunctions by using the van Leeuwen-Reiner approach. ${ }^{3,4}$ In Sec. III we specialize to the $s$-wave case, and employ our formal results to obtain $T$ matrices for

[^2]one-term separable potentials in terms of elementary transcendental functions. In particular; we consider potentials introduced by Tabakin ${ }^{5}$ and by Beregi。 ${ }^{6}$ In Sec. IV we present similar results for two-term separable potentials. In this paper we present two such cases, the Mongan ${ }^{7}$ and Tabakin ${ }^{8}$ (two-term) potentials. Finally, we conclude by making some observations on our results.

## II. OFF-SHELL WAVEFUNCTIONS AND FREDHOLM DETERMINANTS

We consider the scattering of a particle by a nonlocal potential $V(\mathbf{r}, \mathbf{s})$. Let $\mathbf{k}$ denote the on-shell momentum related to the energy by $E=k^{2}+i_{\epsilon}, 0<\epsilon \ll 1$ and $q$, an off-shell momentum. The radial part of the off-shell wavefunction $\psi_{t}(k, q, r)$ relating to the physical boundary condition satisfies the projected van Leeuwen-Reiner equation ${ }^{9}$

$$
\begin{align*}
\left(\frac{d^{2}}{d r^{2}}\right. & \left.+k^{2}-\frac{l(l+1)}{r^{2}}\right) \psi_{\mathbf{t}}(k, q, r)-\int_{0}^{\infty} v_{1}(r, s) \psi_{t}^{\dagger}(k, q, s) d s \\
& =\left(k^{2}-q^{2}\right) \hat{j}_{l}(q r) . \tag{1}
\end{align*}
$$

Here

$$
\begin{equation*}
v_{1}(r, s)=2 \pi r s \int_{-1}^{+1} d(\cos \theta) P_{l}(\cos \theta) v(\mathbf{r}, \boldsymbol{s}), \tag{2}
\end{equation*}
$$

and $\hat{j}_{l}(q \gamma)$ stands for the Riccati-Bessel function. For an $N$-term separable potential $v_{i}(r, s)=\sum_{i=1}^{N} \lambda_{i} v_{l}^{(i)}(r) v_{l}^{(i)}(s)$, Eq. (1) reduces to
$\left(\frac{d^{2}}{d r^{2}}+k^{2}-\frac{l(l+1)}{r^{2}}\right){ }_{l}(k, q, r)$
$\left.=\left(k^{2}-q^{2}\right) \hat{j}_{l}(q r)+\sum_{i=1}^{N} \int_{0}^{\infty} \lambda_{i} v_{i}^{(i)}(r) v_{i}^{(i)}(s) \psi_{i}^{(k, q}, s\right) d s$.
Similarly, the off-shell wavefunction $f_{t}(k, q, r)$ irregular at the origin satisfies
$\left(\frac{d^{2}}{d r^{2}}+k^{2}-\frac{l(l+1)}{r^{2}}\right) f_{l}(k, q, r)$
$=\left(k^{2}-q^{2}\right) e^{i t \pi / 2} \hat{h}_{i}^{\dagger}(q \gamma)+\sum_{i=1}^{N} \lambda_{i} v_{i}^{(i)}(r) v_{i}^{(i)}(s) f_{l}(k, q, s) d s$,
with $\hat{h}_{i}^{+}(q r)$, the Riccati-Hankel function of the first kind. The Bessel functions used here follow Messiah's ${ }^{10}$ convention so that $\hat{h}_{i}^{+}(q r)=\hat{\eta}_{I}(q r)+i \hat{j}_{l}(q r)$. The function $\hat{\eta}_{l}(q r)$ stands for the Riceati-Neumann function. We work in units in which $\hbar^{2} / 2 \mathrm{~m}$ is unity.

The free Green's functions ${ }^{11}$ appropriate to physical and Jost boundary conditions are given below.

$$
\begin{equation*}
G_{k}^{*}\left(r, r^{\prime}\right)=G_{k}^{R}\left(r, r^{\prime}\right)-\frac{e^{-i t r}}{k} j_{l}(k r) \hat{h}_{l}^{*}\left(k r^{\prime}\right) \tag{5}
\end{equation*}
$$

with
$G_{k}^{R}\left(r, r^{\prime}\right)= \begin{cases}(1 / k)\left\{\hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right)-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)\right\}, & r>r^{\prime}, \\ 0 & r<r^{\prime} .\end{cases}$
$G_{k}^{+}\left(r, r^{\prime}\right)$ represents the outgoing wave Green's function and
$G_{k}^{J}\left(r, r^{\prime}\right)=\left\{\begin{array}{lr}-(1 / k)\left\{\hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right)-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)\right\}, & r<r^{\prime}, \\ 0 & r>r^{\prime},\end{array}\right.$ the Green's function associated with the irregular boundary condition. In view of Eqs. (3)-(6) the integral equations for the physical, and irregular wavefunctions are given by

$$
\begin{align*}
\psi_{i}^{*}(k, q, r)= & \hat{j}_{l}(q r)+\frac{1}{k} \sum_{i=1}^{N} \lambda_{i}\left\{\int _ { 0 } ^ { r } \left[-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)\right.\right. \\
& \left.+\hat{\eta}_{l}\left(k r^{\prime}\right) \hat{j_{l}}(k r)\right] v_{i}^{(i)}\left(r^{\prime}\right) d r^{\prime} \\
& \left.-e^{-i l \pi} \hat{j}_{l}(k r) \int_{0}^{\infty} \hat{h}_{i}^{t}\left(k r^{\prime}\right) v_{l}^{(i)}\left(r^{\prime}\right) d r^{\prime}\right\} \\
& \times \int_{0}^{\infty} v_{l}^{(i)}(s) \psi_{i}^{+}(k, q, s) d s \tag{7}
\end{align*}
$$

and

$$
\begin{align*}
f_{l}(k, q, r)= & e^{i l \pi / 2} \hat{h}_{l}^{+}(q r) \\
& -\frac{1}{k} \sum_{i=1}^{N} \lambda_{i} \int_{r}^{\infty}\left[\hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right)-\hat{\eta}_{l}(k r) \hat{j}_{l}\left(k r^{\prime}\right)\right] \\
& \times v_{l}^{(i)}\left(r^{\prime}\right) d r^{\prime} \int_{0}^{\infty} v_{l}^{(t)}(s) f_{l}(k, q, s) d s . \tag{8}
\end{align*}
$$

One can also write an equation similar to Eq. (8) for $f_{t}(k,-q, \gamma)$. The boundary conditions prescribed for $f_{l}(k, \pm q, v)$ have been stated by Fuda and Whiting. ${ }^{4}$

Equations (7) and (8) can be solved by multiplying them by $v_{l}^{(j)}(r)$ and integrating. This yields the following matrix equations:

$$
\begin{equation*}
{ }_{N} A^{P}(k) X^{P}(k, q)=Y^{P}(q), \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{N} A^{J}(k) X^{J}(k, q)=Y^{J}(q) . \tag{10}
\end{equation*}
$$

In these equations the superscripts $P$ and $J$ relate to the physical and Jost solutions, respectively. The lefthand subscript $V$ on $A$ indicates that we are dealing with an $N$-term separable potential. The components of the column vectors $X$ and $Y$ are defined by

$$
\begin{align*}
& \quad X_{j}^{P}(k, q)=\int_{0}^{\infty} v_{l}^{(j)}(s) \psi_{l}^{\psi}(k, q, s) d s,  \tag{11}\\
& X_{j}^{J}(k, q)=\int_{0}^{\infty} v_{i}^{(j)}(s) f_{i}(k, q, s) d s,  \tag{12}\\
& Y_{i}^{P}(q)=\int_{0}^{\infty} v_{i}^{(i)}(s) \hat{j_{i}}(q s) d s,  \tag{13}\\
& \text { and } Y_{i}^{J}(q)=e^{i / \pi / 2} \int_{0}^{\infty} v_{i}^{(i)}(s) \hat{h}_{i}^{+}(q s) d s . \tag{14}
\end{align*}
$$

The elements of the Fredohlm determinant $A$ are written in the form

$$
\begin{aligned}
{ }_{N} A_{i j}^{P}(k)= & \delta_{i j}-\frac{\lambda_{1}}{k} \int_{0}^{\infty} v_{i}^{(i)}(r) d r \\
& \times\left\{\int_{0}^{\tau}\left[-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)+\hat{\eta}_{l}\left(k r^{\prime}\right) \hat{j}(k r)\right] v_{l}^{(j)}\left(r^{\prime}\right) d r^{\prime}\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.-e^{-i l r} \int_{0}^{\infty} v_{i}^{(j)}\left(r^{\prime}\right) \hat{j_{i}}(k r) \hat{h}_{i}^{+}\left(k r^{\prime}\right) d r^{\prime}\right] \tag{15}
\end{equation*}
$$

and

$$
\begin{align*}
{ }_{N} A_{i j}^{J}(k)= & \delta_{i j}+\frac{\lambda_{j}}{k} \int_{0}^{\infty} v_{l}^{(i)}(r) d r \\
& \times \int_{r}^{\infty}\left[\hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right)-\hat{\eta}_{l}(k r) \hat{j}_{l}\left(k r^{\prime}\right)\right] v_{l}^{(j)}\left(r^{\prime}\right) d r^{\prime} \tag{16}
\end{align*}
$$

In analogy with the on-shell case treated by Coz et al。 ${ }^{12}$ the algorithms presented in Eqs. (9)- (16) can be used to write the off-shell physical and Jost solutions. We have

$$
\begin{align*}
\psi_{i}^{*}(k, q, r)= & j_{i}(q r)+\frac{1}{k \operatorname{det}_{N} A^{P}(k)} \sum_{i, 1}^{N} \lambda_{i} a_{i j}^{P}(k) Y_{j}^{P}(q) \\
& \times\left\{\int_{0}^{r}\left[-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)+\hat{\eta}_{i}\left(k r^{\prime}\right) \hat{j}_{i}(k r)\right] v_{i}^{(i)}\left(r^{\prime}\right) d r^{\prime}\right. \\
& \left.-e^{-i l l} \hat{j}_{l}(k r) \int_{0}^{\infty} \hat{h}_{i}^{+}\left(k r^{\prime}\right) v_{i}^{(i)}\left(r^{\prime}\right) d r^{\prime}\right\}, \tag{17}
\end{align*}
$$

and

$$
\begin{align*}
& f_{l}(k, q, r) \\
&= e^{i l r / 2} \hat{h}_{i}^{+}(q r)-\frac{1}{k \operatorname{det}_{N} A^{J}(k)} \sum_{i, j=1}^{N} \lambda_{i} a_{i j}^{J}(k) Y_{j}^{J}(q) \\
& \times \int_{T}^{\infty}\left[\hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right)-\hat{\eta}_{I}(k r) \hat{j}_{l}\left(k r^{\prime}\right)\right] v_{i}^{(i)}\left(r^{\prime}\right) d r^{\prime} . \tag{18}
\end{align*}
$$

Here $a_{i j}^{F}$ and $a_{i j}^{J}$ stand for the cofactors of ${ }_{N} A_{j i}^{P}$ and ${ }_{N} A_{j i}^{J}$, respectively.

The off-shell Jost function is defined by

$$
\begin{equation*}
f_{l}(k, q)=\frac{q^{l} e^{-i l r / 2}(2 l+1)}{(2 l+1)!!}{\underset{r i m}{r \rightarrow 0}} r^{i} f_{l}(k, q, r) \tag{19}
\end{equation*}
$$

We have normalized the off-shell Jost function $f_{l}(k, q)$ so that when $q=k$, it becomes the ordinary Jost function ${ }^{13} f_{l}(k)$. In terms of on- and off-shell Jost functions the half-off-shell $T$ matrix

$$
\begin{equation*}
T_{i}\left(k, q, k^{2}\right)=\left(\frac{k}{q}\right)^{l} \frac{f_{i}(k, q)}{i \pi q}-f_{1}(k,-q) . \tag{20}
\end{equation*}
$$

For a rank $N$ separable potential the off-shell $T$ matrix can be written as

$$
\begin{aligned}
T_{l}\left(p, q, k^{2}\right)= & \frac{2}{\pi p q} \sum_{i=1}^{N} \lambda_{i} \int_{0}^{\infty} \int_{0}^{\infty} d r d r^{\prime} \hat{j}_{l}(p r) v_{l}^{(t)}(r) \\
& \times v_{l}^{(i)}\left(r^{\prime}\right) \psi_{i}^{*}\left(k, q, r^{\prime}\right) \\
= & \frac{2}{\pi p q} \operatorname{det}_{N_{N} A^{P}(k)} \sum_{i, j=1}^{N} \lambda_{i} a_{i j}^{P}(k) Y_{j}^{P}(q) Y_{i}^{P}(p) .(21)
\end{aligned}
$$

Equations (9)-(21) represent the basic equations for computing $T$ matrices for a separable potential of arbitrary rank by the wavefunction approach.

## III. T MATRIX FOR ONE-TERM SEPARABLE POTENTIALS

In order to illustrate the usefulness of the general results presented in the previous section, we consider the problem of nucleon-nucleon scattering in the $s$ state. We omit the subscript $l=0$ throughout. For reasons of physical interest we focus our attention on two such potentials-the Tabakin ${ }^{5}$ and Beregi. ${ }^{6}$ In configuration space both these potentials can be written in the form

$$
\begin{equation*}
V\left(r, r^{\prime}\right)=\lambda v(r) v\left(r^{\prime}\right) \tag{22}
\end{equation*}
$$

We shall see presently, the wavefunctions as well as $T$
matrices in both cases can be obtained in rather simple analytical forms.

## A. Tabakin potential

Tabakin has introduced a separable nonlocal potential of the form (22). The function $v(r)$ is written as

$$
\begin{equation*}
v(r)=\left(A_{1} \cos \alpha_{1} r+A_{2} \sin \alpha_{1} r\right) e^{-\alpha_{1} r}+A_{3} e^{-\alpha_{2} r} . \tag{23}
\end{equation*}
$$

The parameters $, A_{1}, A_{2}, A_{3}, \alpha_{1}, \alpha_{2}$, and $\lambda$ for ${ }^{1} s_{0}$ as well as for ${ }^{3} s_{1}$ have been given in Ref. 5 .

The Jost solution for this potential can be obtained in a straightforward way by specializing Eq。(18) to $l=0$ and $N=1$ and then using Eq. (23) for the potential. We thus have

$$
\begin{align*}
f(k, q, r)= & e^{i q r}-\frac{\lambda Y^{J}(q)}{\operatorname{det}_{1} A^{J}(k)}\left[\frac{2 A_{1} \alpha_{1}^{2}-A_{2} k^{2}}{4 \alpha_{1}^{4}+k^{4}} e^{-\alpha_{1} r} \sin \alpha_{1} r\right. \\
& \left.-\frac{A_{1} k^{2}+2 A_{2} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}} e^{-\alpha_{1} r} \cos \alpha_{1} r-\frac{A_{3}}{\alpha_{2}^{2}+k^{2}} e^{-\alpha_{2} r}\right], \tag{24}
\end{align*}
$$

with

$$
\begin{align*}
Y^{J}(q)= & \frac{1}{4 \alpha_{1}^{4}+q^{4}}\left[A_{1}\left\{\alpha_{1}\left(2 \alpha_{1}^{2}+q^{2}\right)+i q^{3}\right\}\right. \\
& \left.+A_{2}\left\{\alpha_{1}\left(2 \alpha_{1}^{2}-q^{2}\right)+2 i \alpha_{1}^{2} q\right\}\right\}+\frac{A_{3}\left(\alpha_{2}+i q\right)}{\alpha_{2}^{2}+q^{2}}, \tag{25}
\end{align*}
$$

and
$\operatorname{det}_{1} A^{y}(k)$

$$
\begin{align*}
= & 1+\frac{\lambda A_{1}^{2}\left(2 \alpha_{1}^{2}-3 k^{2}\right)}{8 \alpha_{1}\left(4 \alpha_{1}^{4}+k^{4}\right)}-\frac{\lambda A_{2}^{2}\left(2 \alpha_{1}^{2}+k^{2}\right)}{8 \alpha_{1}\left(4 \alpha_{1}^{4}+k^{4}\right)} \\
& -\frac{\lambda A_{3}^{2}}{2 \alpha_{2}\left(\alpha_{2}^{2}+k^{2}\right)}-\frac{\lambda A_{1} A_{2}\left(2 \alpha_{1}^{2}+k^{2}\right)}{4 \alpha_{1}\left(4 \alpha_{1}^{4}+k^{4}\right)} \\
& -\frac{\lambda A_{1} A_{3}}{\left(2 \alpha_{1}^{2}+2 \alpha_{1} \alpha_{2}+\alpha_{2}^{2}\right)}\left[\frac{\alpha_{1}+\alpha_{2}}{\alpha_{2}^{2}+k^{2}}+\frac{\alpha_{1} k^{2}+\alpha_{2} k^{2}-2 \alpha_{1}^{3}}{4 \alpha_{1}^{4}+k^{4}}\right] \\
& -\frac{\lambda A_{2} A_{3}}{\left(2 \sigma_{1}^{2}+2 \alpha_{1} \alpha_{2}+\alpha_{2}^{2}\right)}\left[\frac{\alpha_{1}}{\alpha_{2}^{2}+k^{2}}+\frac{\alpha_{1} k^{2}+2 \alpha_{1}^{2} \alpha_{2}+2 \alpha_{1}^{3}}{4 \alpha_{1}^{4}+k^{4}}\right] . \tag{26}
\end{align*}
$$

The off-shell Jost functions are obtained as

$$
\begin{equation*}
f(k, \pm q)=1+\frac{\lambda Y^{J}( \pm q)}{\operatorname{det}_{1} A^{J}(k)}\left(\frac{f_{1} k^{2}+2 A_{2} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}}+\frac{A_{3}}{\alpha_{2}^{2}+k^{2}}\right) . \tag{27}
\end{equation*}
$$

As noted earlier the ordinary Jost functions

$$
\begin{equation*}
f( \pm k)=q_{q \rightarrow \pm k}^{1 i m} f(k, q) . \tag{28}
\end{equation*}
$$

The physical solution $\psi^{+}(k, q, r)$ for this potential is given by

$$
\begin{align*}
\psi^{\prime}(k, q, r)= & \sin q r+\frac{\lambda Y^{P}(q)}{\operatorname{det}_{1} A^{P}(k)}\left[\frac{A_{3}}{\alpha_{2}^{2}+k^{2}} e^{-\alpha_{2} r}\right. \\
& -\left(\frac{A_{1} k^{2}+2 A_{1} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}}+\frac{A_{3}}{\alpha_{2}^{2}+k^{2}}\right) e^{i k r} \\
& +\frac{A_{1} k^{2}+2 A_{2} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}} e^{-\alpha_{1} r} \cos \alpha_{1} r \\
& \left.+\frac{A_{2} k^{2}-2 \not t_{1} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}} e^{-\alpha_{1} r} \sin \alpha_{1} r\right] \tag{29}
\end{align*}
$$

where

$$
\begin{equation*}
+\frac{\lambda a}{\alpha_{1}+\alpha_{2}}\left[\frac{1}{\alpha_{2}^{2}+k^{2}}+\frac{1}{\alpha_{1}^{2}+k^{2}}\right] \tag{36}
\end{equation*}
$$

The physical solution and the off-shell $T$ matrix for the Beregi potential are as follows: the physical solution,

$$
\begin{align*}
\psi^{+}(k, q, r)= & \sin q r-\frac{\lambda q}{\operatorname{det}_{1} A^{P}(k)}\left[\frac{1}{\alpha_{1}^{2}+q^{2}}-\frac{a}{\alpha_{2}^{2}+q^{2}}\right] \\
& \times\left[\left(\frac{1}{\alpha_{1}^{2}+k^{2}}-\frac{a}{\alpha_{2}^{2}+k^{2}}\right) e^{i k r}-\frac{1}{\alpha_{1}^{2}+k^{2}} e^{-\alpha_{1} r}\right. \\
& \left.+\frac{a}{\alpha_{2}^{2}+k^{2}} e^{-\alpha_{2} r}\right] \tag{37}
\end{align*}
$$

off-shell $T$ matrix,

$$
\begin{align*}
T\left(p, q, k^{2}\right)= & \frac{2 \lambda}{\pi \operatorname{det}_{1} A^{P}(k)}\left[\frac{1}{\alpha_{1}^{2}+p^{2}}-\frac{a}{\alpha_{2}^{2}+p^{2}}\right]  \tag{38}\\
& \times\left[\frac{1}{\alpha_{1}^{2}+q^{2}}-\frac{a}{\alpha_{2}^{2}+q^{2}}\right]
\end{align*}
$$

In Eqs. (37) and (38), $\operatorname{det}_{1} A^{P}(k)$ is given by

$$
\begin{align*}
\operatorname{det}_{1} A^{P}(k)= & \operatorname{det}_{1} A^{J}(k)+\frac{\lambda \alpha_{1}}{\left(\alpha_{1}^{2}+k^{2}\right)^{2}}-\frac{\lambda a\left(\alpha_{1}+\alpha_{2}\right)}{\left(\alpha_{1}^{2}+k^{2}\right)\left(\alpha_{2}^{2}+k^{2}\right)} \\
& +\frac{\lambda a^{2} \alpha_{2}}{\left(\alpha_{2}^{2}+k^{2}\right)^{2}}+i k\left[\frac{\lambda}{\left(\alpha_{1}^{2}+k^{2}\right)^{2}}\right. \\
& \left.-\frac{2 \lambda a}{\left(\alpha_{1}^{2}+k^{2}\right)\left(\alpha_{2}^{2}+k^{2}\right)}+\frac{\lambda a^{2}}{\left(\alpha_{2}^{2}+k^{2}\right)^{2}}\right] \tag{39}
\end{align*}
$$

## IV. T MATRIX FOR TWO-TERM SEPARABLE

 POTENTIALSA one-term separable potential does not exhibit the characteristic short-range repulsion of the nucleonnucleon interaction. In view of this attempts have been made to construct separable interactions of rank more than one. The simplest is, however, a rank two potential. Clearly, the purpose in introducing the second term is somehow to inject the repulsive part of the nucleon-nucleon interaction which dominates at high energies in as much the same way as a repulsive core in a local interaction. As noted earlier, in this paper we shall be concerned with two such potentials. In configuration space a two-term separable potential is written as

$$
\begin{equation*}
V(r, s)=-g(r) g(s)+h(r) h(s) \tag{40}
\end{equation*}
$$

## A. Mongan potential

Mongan has introduced a two-term separable potential in fitting the ${ }^{1} s_{0}$ nucleon-nucleon phase shifts. For this potential the form factors are given by

$$
\begin{align*}
& g(r)=\sqrt{-\lambda_{2}} e^{-\alpha_{2} r},  \tag{41a}\\
& h(r)=\sqrt{\lambda_{1}} e^{-\alpha_{1} r} \tag{41b}
\end{align*}
$$

For the values of the parameters given by Mongan, his potential is a real symmetric one. Here the off-shell Jost solution obtained by combining Eqs. (18), (40), (41a), and (41b) is of the form

$$
\begin{align*}
f(k, q, r)= & e^{i a r}+\frac{1}{\operatorname{det}_{2} A^{J}(k)} \\
& \times\left[I_{1}(k, q) e^{-\alpha_{1} r}+I_{2}(k, q) e^{-\alpha_{2} r}\right] \tag{42}
\end{align*}
$$

where

$$
\begin{equation*}
-\frac{\lambda_{1} \lambda_{2} k^{2}\left(\alpha_{1}-\alpha_{2}\right)^{2}}{2 \alpha_{1} \alpha_{2}\left(\alpha_{1}^{2}+k^{2}\right)^{2}\left(\alpha_{2}^{2}+k^{2}\right)^{2}} \tag{50}
\end{equation*}
$$

and

$$
\begin{align*}
I(k)= & \frac{\lambda_{1} k}{\left(\alpha_{1}^{2}+k^{2}\right)^{2}}+\frac{\lambda_{2} k}{\left(\alpha_{2}^{2}+k^{2}\right)^{2}} \\
& +\frac{\lambda_{1} \lambda_{2} k\left(\alpha_{1} \alpha_{2}-k^{2}\right)\left(\alpha_{1}+\alpha_{2}\right)^{2}}{2 \alpha_{1} \alpha_{2}\left(\alpha_{1}+\alpha_{2}\right)\left(\alpha_{1}^{2}+k^{2}\right)^{2}\left(\alpha_{2}^{2}+k^{2}\right)^{2}} \tag{51}
\end{align*}
$$

For the Mongan case IV potential the off-shell $T$ matrix is given by

$$
\begin{align*}
& T\left(p, q, k^{2}\right) \\
& \quad=\frac{2}{\pi p q \operatorname{det}_{2} A^{P}(k)}\left[\lambda_{1} Y_{1}^{P}(p) \beta_{1}(k, q)+\lambda_{2} Y_{2}^{P}(p) \beta_{2}(k, q)\right]_{0} \tag{52}
\end{align*}
$$

## B. Tabakin potential

Tabakin has parametrized a two-term separable interaction which fits the nucleon-nucleon data reasonably well. For this potential, the form factors to be used in Eq. (40) are

$$
\begin{equation*}
g(r)=\gamma e^{-\alpha \tau} \tag{53a}
\end{equation*}
$$

and

$$
\begin{equation*}
h(r)=\beta e^{-b r}\left[\frac{d^{2}-b^{2}}{2 d b} \sin d r+\cos d r\right] . \tag{53b}
\end{equation*}
$$

The parameters $\alpha, \beta, \gamma, b$ and $d$ are defined in Ref. 8。 The Jost solution for this potential is obtained in the form

$$
\begin{align*}
f(k, q, r)= & e^{i a r}-\frac{1}{\operatorname{det}_{2} A^{J}(k)}\left[J_{1}(k, q) e^{-\alpha r}-J_{2}(k, q) e^{-b r}\right. \\
& \left.\times \cos d r+J_{3}(k, q) e^{-b r} \sin d r\right] \tag{54}
\end{align*}
$$

with

$$
\begin{align*}
& J_{1}(k, q)=\frac{\gamma}{\alpha^{2}+k^{2}} \chi_{1}(k, q),  \tag{55a}\\
& J_{2}(k, q)=\frac{\beta k^{2}}{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}} \chi_{2}(k, q), \tag{55b}
\end{align*}
$$

and

In Eq. (59) $\chi_{i}$ 's are given

$$
\begin{align*}
& x_{1}(k, q)=\frac{\gamma(\alpha+i q)}{\alpha^{2}+q^{2}}\left[1+\frac{\beta^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-4 b^{2} k^{2}\right\}}{16 b^{3}\left\{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}}\right] \\
& -\frac{\gamma \beta^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-2 b \alpha k^{2}\right\}}{\left.\left.2 b\{a+b)^{2}+d^{2}\right\}\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}} \\
& \times\left[\frac{\left(b^{2}+d^{2}\right)\left(b^{2}-q^{2}+d^{2}\right)+4 b^{2} q^{2}}{2 b\left\{\left(b^{2}+q^{2}\right)^{2}+2 d^{2}\left(b^{2}-q^{2}\right)+d^{4}\right\}}\right. \\
& \left.+\frac{i q^{3}}{\left(b^{2}+q^{2}\right)^{2}+2 d^{2}\left(b^{2}-q^{2}\right)+d^{4}}\right] \tag{56a}
\end{align*}
$$

and

$$
\begin{aligned}
& \chi_{2}(k, q) \\
& =\beta\left[1+\frac{\gamma^{2}}{2 \alpha\left(\alpha^{2}+k^{2}\right)}\right]\left[\frac{\left(b^{2}+d^{2}\right)\left(b^{2}-q^{2}+d^{2}\right)+4 b^{2} q^{2}}{2 b\left\{\left(b^{2}+q^{2}\right)^{2}+2 d^{2}\left(b^{2}-q^{2}\right)+d^{4}\right\}}\right. \\
& \left.\quad+\frac{i q^{3}}{\left(b^{2}+q^{2}\right)^{2}+2 d^{2}\left(b^{2}-q^{2}\right)+d^{4}}\right]
\end{aligned}
$$

$$
\begin{equation*}
-\frac{\beta \gamma^{2}(\alpha+i q)\left(b^{2}+d^{2}+2 b \alpha\right)}{2 b\left(\alpha^{2}+k^{2}\right)\left(\alpha^{2}+q^{2}\right)\left((\alpha+b)^{2}+d^{2}\right)^{-}} . \tag{56b}
\end{equation*}
$$

The Fredholm determinant associated with the Jost solution is

$$
\begin{align*}
& \operatorname{det}_{2} A^{J}(k) \\
&= {\left[1+\frac{\gamma^{2}}{2 \alpha\left(\alpha^{2}+k^{2}\right)}\right] } \\
& {\left[1+\frac{\beta^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-4 b^{2} k^{2}\right\}}{16 b^{3}\left\{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}}\right] } \\
&-\frac{\left.r^{2} \beta^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-2 b \alpha k^{2}\right\} b^{2}+d^{2}+2 b \alpha\right\}}{\left.4 b^{2}\left\{(\alpha+b)^{2}+d^{2}\right\}\right\}\left\{\alpha^{2}+k^{2} Y\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}} \tag{57}
\end{align*}
$$

Jost functions are obtained by substituting $r=0$ in Eq. (54). The physical wavefunction for the Tabakin twoterm potential is given by the expression

$$
\begin{align*}
\psi^{+}(k, q, r)= & \sin q r+\frac{1}{\operatorname{det}_{2} A^{P}(k)}\left[s_{3}(k, q) e^{i k r}-s_{1}(k, q) e^{-\alpha r}\right. \\
& \left.+s_{2}(k, q) e^{-b r} \cos d r+s_{4}(k, q) e^{-b r} \sin d r\right] \tag{58}
\end{align*}
$$

with $s_{i}$ 's written as

$$
\begin{align*}
& s_{1}(k, q)=\frac{\gamma \xi_{1}(k, q)}{\alpha^{2}+k^{2}},  \tag{59a}\\
& s_{2}(k, q)=\frac{\beta k^{2} \xi_{2}(k, q)}{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}},  \tag{59b}\\
& s_{3}(k, q)=s_{1}(k, q)-s_{2}(k, q), \tag{59c}
\end{align*}
$$

and

$$
\begin{equation*}
s_{4}(k, q)=\frac{\beta \xi_{2}(k, q)\left\{k^{2}\left(d^{2}-b^{2}\right)-\left(b^{2}+d^{2}\right)^{2}\right\}}{2 d b\left\{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}} . \tag{59d}
\end{equation*}
$$

Here $\xi_{1}(k, q)$ and $\xi_{2}(k, q)$ are as follows.

$$
\begin{align*}
& \xi_{1}(k, q)= \\
& {\left[1+\frac{\beta^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-4 b^{2} k^{2}\right\}}{16 b^{3}\left\{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}}\right.} \\
& \left.+\frac{\beta^{2} k^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)+4 b^{2} k^{2}+2 i b k^{3}\right\}}{2 b\left\{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}^{2}}\right] Y_{1}^{P}(q) \\
& -\frac{\gamma \beta}{2 b}\left(\alpha^{2}+k^{2}\right)\left[\frac{\alpha^{2}}{(\alpha+b)^{2}+d^{2}}+\frac{k^{2}\left(b^{2}-k^{2}+d^{2}\right)+2 i b k^{3}}{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}}\right] Y_{2}^{P}(q), \tag{60a}
\end{align*}
$$

and

$$
\begin{align*}
\xi_{2}(k, q)= & {\left[1+\frac{\gamma^{2}}{2 \alpha\left(\alpha^{2}+k^{2}\right)}-\frac{\gamma^{2} \alpha}{\left(\alpha^{2}+k^{2}\right)^{2}}-\frac{i \gamma^{2} k}{\left(\alpha^{2}+k^{2}\right)}\right] Y_{2}^{P}(q) } \\
& +\frac{\gamma \beta}{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}}\left[\frac{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)}{2 b\left((\alpha+b)^{2}+d^{2}\right)}\right. \\
& \left.-\frac{\alpha k^{2}}{(\alpha+b)^{2}+d^{2}}+\frac{\alpha k^{2}}{\alpha^{2}+k^{2}}+\frac{i k^{3}}{\alpha^{2}+k^{2}}\right] Y(q) \quad(60 \mathrm{~b}) \tag{60b}
\end{align*}
$$

with

$$
\begin{equation*}
Y_{1}^{P}(q)=\frac{\gamma q}{\alpha^{2}+q^{2}}, \tag{61a}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{2}^{P}(q)=\frac{\beta q^{3}}{\left(b^{2}+q^{2}\right)^{2}+2 d^{2}\left(b^{2}-q^{2}\right)+d^{4}} . \tag{61b}
\end{equation*}
$$

The Fredholm determinant $\operatorname{det}_{2} A^{P}(k)$ in Eq. (58) is given by

$$
\begin{align*}
& \operatorname{det}_{2} A^{P}(k) \\
&= \operatorname{det}_{2} A^{J}(k) \\
&+\frac{\beta^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)+4 b^{2} k^{2}+2 i b k^{3}\right\}}{2 b\left\{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}^{2}} \\
& \times\left[k^{2}+\frac{\gamma^{2} k^{2}}{2 \alpha\left(\alpha^{2}+k^{2}\right)}+\frac{\gamma^{2}\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-2 o b k^{2}\right\}}{2 b\left(a^{2}+k^{2}\right)\left((\alpha+b)^{2}+d^{2}\right)}\right] \\
&-\frac{\gamma^{2}(\alpha+i k)}{\left(\alpha^{2}+k^{2}\right)^{2}}\left[1+\frac{\beta^{2}}{16 b^{3}\left\{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right\}}\right. \\
& \times\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-4 b^{2} k^{2}\right. \\
&\left.\left.+\frac{8 b^{2} k^{2}\left(b^{2}+d^{2}+2 \alpha b\right)}{(\alpha+b)^{2}+d^{2}}\right\}\right] \tag{62}
\end{align*}
$$

For this potential the off-shell $T$ matrix is

$$
\begin{equation*}
T\left(p, q, k^{2}\right)=\frac{2}{\pi p q \operatorname{det}_{2} A^{P}(k)}\left[Y_{2}^{P}(p) \xi_{2}(k, q)-Y_{1}^{P}(p) \xi_{1}(k, q)\right] . \tag{63}
\end{equation*}
$$

## V. SUMMARY AND CONCLUSION

In this paper we emphasize the importance of analyzing off-shell effects due to scattering by nonlocal potentials. We solve the van Leeuwen-Reiner equation for a separable potential of arbitrary rank with physical and Jost boundary conditions. Using these results we derive expressions for half-off-shell and off-shell $T$ matrices for some realistic nucleon-nucleon interactions. All results are obtained in terms of elementary transcendental functions. The algebraic expressions are, however, fairly complicated. To ensure the correctness of the results presented one can perform a couple of checks.
(i) It can be seen that in the appropriate limit all results for $T$ matrices of this paper go over to the
corresponding results for the Yamaguchi form factors, ${ }^{14}$ obtained by Bagchi and Mulligan ${ }^{15}$ by using a relatively complicated procedure.
(ii) From Eq. (20) it is apparent that the phase of half-off-shell $T$ matrix is the phase shift. The phase shifts obtained from our expressions for the half-offshell $T$ matrices can easily be seen to agree with those obtained by solving the relevant Schrödinger equation.

The results for the half-off-shell $T$ matrices will be useful in describing the half-shell reactions. The offshell amplitudes can be employed to investigate the physical properties of three-nucleon systems by means of Faddeev equations. In the accompanying paper we shall present results for the off-shell wavefunctions with regular and standing wave boundary conditions. We shall also obtain results for half-off-shell and off-shell $k$ matrices.
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# Off-energy-shell results for scattering by a nonlocal potential. Ila) 

B. Talukdar, U. Das, ${ }^{\text {b }}$ N. Mallick, and M. Sen Gupta<br>Department of Physics, Visua-Bharati University, Santiniketan 731235 West Bengal, India<br>(Received 2 March 1978)<br>The wavefunction approach to off-shell scattering on nonlocal potentials is used to obtain half-off-shell and off-shell $K$ matrices in terms of Jost functions and the Fredholm determinant associated with the off-shell principal value wavefunction. The results are employed to construct exact expressions for $K$ matrices for Tabakin, Beregi, and Mongan case IV potentials.

## I. INTRODUCTION

In the preceeding paper ${ }^{1}$ (hereafter referred to as paper I) we solved the van Leeuwen-Reiner equation for a separable potential of arbitrary rank to obtain off-shell wavefunctions associated with physical and Jost boundary conditions for scattering by such a potential. We used these wavefunctions to determine the half-off-shell and off-shell $T$ matrices for a number of realistic nucleon-nucleon interactions. In this paper we derive the off-shell wavefunctions with regular and standing wave boundary conditions. The half-off-shell $K$ matrix is written directly in terms of the Jost functions introduced in I. The off-shell $K$ matrix is, however, expressed in terms of form factors of the potential and of the Fredholm determinant associated with the principal value wavefunction (standing wave boundary condition). The results of the present paper will be useful in the studies of nuclear scattering reactions. ${ }^{2}$

In Sec. II we obtain expressions for the $l$-wave off-shell wavefunctions. Specializing to the $s$-wave case we employ our formal results in Sec. III to construct exact expressions for $K$ matrices for the one- and two-term separable potentials treated in paper I. We conclude by noting that our expressions for the $K$ matrices satisfy the usual relations involving $T$ and $K$ matrices.

## II. REGULAR AND PRINCIPAL VALUE WAVEFUNCTIONS

Recently, it has been shown ${ }^{3,4}$ that for a short-range local potential the physical, regular as well as principal value wavefunctions satisfy the same van Leeuwen-Reiner equation. For the Jost solution, however, the inhomogeneous term differs. The regular and principal value wavefunctions for an N -term separable potential will satisfy Eq. (3) of Ref. 1. The appropriate Green's functions ${ }^{5}$ are the following:

The Green's function associated with the regular boundary condition is
$G_{k}^{S Z}\left(r, r^{\prime}\right)=\left\{\begin{array}{cc}\frac{1}{k}\left\{\hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right)-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)\right\}, & r>r^{\prime}, \\ 0, & r<r^{\prime},\end{array}\right\}$
and that with the standing wave boundary condition is

[^4]$G_{k}^{\mathscr{O}}\left(r, r^{\prime}\right)=G_{k}^{\mathscr{R}}\left(r, r^{\prime}\right)-\frac{e^{-i \pi l}}{k} \hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right)$.
Employing the technique of paper I we can construct the offshell regular and principal value wavefunctions in terms of the matrix elements of the free particle Green's functions between the form factors of the potential. For the regular wavefunction we have
\[

$$
\begin{align*}
& \phi_{l}(k, q, r) \\
& =\hat{j}_{l}(q r)+\frac{1}{k \operatorname{det}_{N} A^{\mathscr{R}}(k)} \sum_{i j=1}^{N} \lambda a_{i j}^{\mathscr{R}}(k) Y_{j}^{\mathscr{Q}}(q) \\
& \quad \times\left[\int_{0}^{r}\left\{-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)+\hat{\eta}_{l}\left(k r^{\prime}\right) \hat{j}_{l}(k r)\right\} v_{l}^{(i)}\left(r^{\prime}\right) d r^{\prime}\right] \tag{3}
\end{align*}
$$
\]

The principal value wavefunction can be written in the form

$$
\begin{align*}
& \psi_{l}^{\mathscr{P}}(k, q, r) \\
&= \hat{j}_{l}(q r)+\frac{1}{k \operatorname{det}_{N^{\prime}} A^{\mathscr{P}}(k)} \sum_{i j=1}^{N} \lambda a_{i j}^{\mathscr{O}}(k) Y_{j}^{\mathscr{P}}(q) \\
& \times\left[\int_{0}^{r}\left\{-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)+\hat{\eta}_{l}\left(k r^{\prime}\right) \hat{j}_{l}(k r)\right\} v_{l}^{(\theta}\left(r^{\prime}\right) d r^{\prime}\right. \\
&\left.-e^{-i l \pi \hat{j}_{l}}(k r) \int_{0}^{\infty} \hat{\eta}_{l}\left(k r^{\prime}\right) v_{l}^{(i)}\left(r^{\prime}\right) d r^{\prime}\right] \tag{4}
\end{align*}
$$

The elements of the Fredholm determinants $\operatorname{det}_{N_{N}} A^{\mathscr{R}}(k)$ and $\operatorname{det}_{N^{\prime}} A^{\mathscr{P}}(k)$ in Eqs. (3) and (4) are given by

$$
\begin{align*}
{ }_{N} A_{i j}^{\mathscr{P}}(k)= & \delta_{i j}-\frac{\lambda_{j}}{k} \int_{0}^{\infty} v_{l}^{(i)}(r) d r\left\{\int _ { 0 } ^ { r } \left[-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)\right.\right. \\
& \left.\left.+\hat{\eta}_{l}\left(k r^{\prime}\right) \hat{j}_{l}(k r)\right] v_{l}^{()}\left(r^{\prime}\right) d r^{\prime}\right\} \tag{5}
\end{align*}
$$

and

$$
\begin{aligned}
& N_{N}^{A} A_{i j}^{\mathscr{P}}(k) \\
&= \delta_{i j}-\frac{\lambda_{j}}{k} \int_{0}^{\infty} v_{l}^{(i)}(r) d r\left\{\int _ { 0 } ^ { r } \left[-\hat{j}_{l}\left(k r^{\prime}\right) \hat{\eta}_{l}(k r)\right.\right. \\
&\left.+\hat{\eta}_{l}\left(k r^{\prime}\right) \hat{j}_{l}(k r)\right] v^{()}\left(r^{\prime}\right) d r^{\prime}-e^{-i l \pi}
\end{aligned}
$$

$$
\begin{equation*}
\left.\times \int_{0}^{\infty} v_{l}^{(j)}\left(r^{\prime}\right) \hat{j}_{l}(k r) \hat{\eta}_{l}\left(k r^{\prime}\right) d r^{\prime}\right\} \tag{6}
\end{equation*}
$$

Also $a_{i j}^{\mathscr{P}}$ and $a_{i j}^{\mathscr{P}}$ stand for the cofactors of ${ }_{N} A_{j i}^{\mathscr{R}}$ and ${ }_{N} A_{j i}^{\mathscr{P}}$ respectively. The components of the column vector $Y$ are given by

$$
\begin{equation*}
Y_{i}^{\mathscr{V}}(q)=\int_{0}^{\infty} v_{l}^{(i)}(\delta) \hat{j}_{l}(q s) d s \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{i}^{: /}(q)=Y_{i}^{W}(q) \tag{8}
\end{equation*}
$$

In terms of the wavefunction in Eq. (4) the off-shell $K$ matrix is written as

$$
\begin{align*}
& K_{l}\left(p, q, k^{2}\right) \\
&=\frac{2}{\pi p q} \sum_{i=1}^{N} \lambda_{i} \int_{0}^{\infty} \int_{0}^{\infty} d r d r^{\prime} \hat{j}_{I}(p r) v_{l}^{(i)}(r) v_{l}^{(i)}\left(r^{\prime}\right) \psi_{l}^{\mathscr{P}}\left(k, q, r^{\prime}\right) \\
&=\frac{2}{\pi p q \operatorname{det}_{N} A^{\mathscr{P}}(k)} \sum_{i j=1}^{N} \lambda_{i} a_{i j}^{\mathscr{P}}(k) Y_{j}^{\mathscr{P}}(q) Y_{i}^{\mathscr{P}}(p) \tag{9}
\end{align*}
$$

The half-off-shell $K$ matrix can, however, be calculated by using the Jost functions in paper I with the help of the relation

$$
\begin{equation*}
K_{l}\left(k, q, k^{2}\right)=\left(\frac{k}{q}\right)^{l} \frac{2}{\pi i q} \frac{f_{l}(k, q)-f_{l}(k,-q)}{f_{l}(k)+f_{l}(-k)} \tag{10}
\end{equation*}
$$

Equations (9) and (10) represent the basic equations for computing off-shell and half-off-shell $K$ matrices for a nonlocal separable potential by the wavefunction method.

## III. EXPRESSIONS FOR $K$ MATRICES <br> A. One-term Tabakin potential

Using Eqs. (27) and (28) of paper I for the off-shell Jost functions in the $s$-wave version of Eq. (10), we obtain the half-off-shell $K$ matrix for the Tabakin potential in the form
$K\left(k, q, k^{2}\right)=\frac{2 \lambda Y^{\mathscr{P}}(k) Y^{\mathscr{P}}(q)}{\pi k q\left[\operatorname{det}_{1} A^{J}(k)+(\lambda / k) Y^{\mathscr{P}}(k) F(k)\right]}$,
where the form factors $Y^{5 p}$ and $F$ are given by

$$
\begin{equation*}
Y^{\prime \prime}(x)=x\left[\frac{\mathscr{A}_{1} x^{2}+2 \mathscr{A}_{2} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+x^{4}}+\frac{\mathscr{A}_{3}}{\alpha_{2}^{2}+x^{2}}\right] \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
F(x)=\frac{2 \alpha_{1}^{3}\left(\mathscr{A}_{1}+\mathscr{A}_{2}\right)+\alpha_{1} x^{2}\left(\mathscr{A}_{1}-\mathscr{A}_{2}\right)}{4 \alpha_{1}^{4}+x^{4}}+\frac{\mathscr{A}_{3} \alpha_{2}}{\alpha_{2}^{2}+x^{2}} \tag{13}
\end{equation*}
$$

Here $\operatorname{det}_{1} A^{J}(k)$ stands for the Fredholm determinant for the Jost solution. Note that the Jost Fredholm determinants for all potentials which we consider in this paper are given in paper I. The Fredholm determinant associated with the principal value wavefunction is
$\operatorname{det}_{1} A^{\mathscr{P}}(k)$

$$
\begin{align*}
= & 1-\lambda\left[\frac { \mathscr { A } _ { 3 } } { \alpha _ { 2 } ^ { 2 } + k ^ { 2 } } \left(\frac{\mathscr{A}_{2} \alpha_{2}+\mathscr{A}_{1}\left(\alpha_{1}+\alpha_{2}\right)}{\alpha_{1}^{2}+\left(\alpha_{1}+\alpha_{2}\right)^{2}}\right.\right. \\
& \left.+\frac{\mathscr{A}_{3}}{2 \alpha_{2}}\right)-\left(\frac{\mathscr{A}_{1} k^{2}+2 \mathscr{A}_{2} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}}+\frac{\mathscr{A}_{3}}{\alpha_{2}^{2}+k^{2}}\right) \\
& \times\left(\frac{\mathscr{A}_{1}\left\{\alpha_{1}\left(2 \alpha_{1}^{2}+k^{2}\right)\right\}+\mathscr{A}_{2}\left\{\alpha_{1}\left(2 \alpha_{1}^{2}-k^{2}\right)\right\}}{4 \alpha_{1}^{4}+k^{4}}\right. \\
& \left.+\frac{\mathscr{A}_{3} \alpha_{2}}{\alpha_{2}^{2}+k^{2}}\right)+\left(\frac{\mathscr{A}_{1} k^{2}+2 \mathscr{A}_{2} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}}\right) \\
& \times\left(\frac{3 \mathscr{A}_{1}+\mathscr{A}_{2}}{8 \alpha_{1}}+\frac{\mathscr{A}_{3}\left(\alpha_{1}+\alpha_{2}\right)}{\alpha_{1}^{2}+\left(\alpha_{1}+\alpha_{2}\right)^{2}}\right) \\
& +\left(\frac{\mathscr{A}_{2} k^{2}-2 \mathscr{A}_{1} \alpha_{1}^{2}}{4 \alpha_{1}^{4}+k^{4}}\right) \\
& \left.\times\left(\frac{\mathscr{A}_{1}+\mathscr{A}_{2}}{8 \alpha_{1}}+\frac{\mathscr{A}_{3} \alpha_{1}}{\alpha_{1}^{2}+\left(\alpha_{1}+\alpha_{2}\right)^{2}}\right)\right] \tag{14}
\end{align*}
$$

In terms of the Fredholm determinant in Eq. (14), the offshell $K$ matrix for this potential comes out to be

$$
\begin{equation*}
K\left(p, q, k^{2}\right)=\frac{2 Y^{\mathscr{}}(p) Y^{\mathscr{}}(q)}{\pi p q \operatorname{det}_{1} \mathscr{A}^{\mathscr{P}}(k)} . \tag{15}
\end{equation*}
$$

After some algebraic manipulations it can be seen that the quantity inside the square brackets in the denominator of Eq. (11) coincides with the principal value Fredholm determinant in (14). Thus we get the relation

$$
\begin{equation*}
K\left(k, q, k^{2}\right)=\lim _{p \rightarrow k} K\left(p, q, k^{2}\right) . \tag{16}
\end{equation*}
$$

Equation (16) serves as a check on our expression for $K\left(k, q, k^{2}\right)$ in terms of Jost functions. For other potentials under consideration we shall not include results for half-offshell $K$ matrices since the latter can be obtained by the limiting procedure given in (16).

## B. Beregi potential

The Fredholm determinant associated with the principal value wavefunction is given by

$$
\begin{align*}
\operatorname{det}_{1}(k)= & 1+\frac{\lambda}{\alpha_{1}^{2}+k^{2}}\left[\frac{\alpha_{1}}{\alpha_{1}^{2}+k^{2}}-\frac{1}{2 \alpha_{1}}\right] \\
& +\frac{\lambda a^{2}}{\alpha_{2}^{2}+k^{2}}\left[\frac{\alpha_{2}}{\alpha_{2}^{2}+k^{2}}-\frac{1}{2 \alpha_{2}}\right] \\
& +\frac{2 \lambda a\left(\alpha_{1} \alpha_{2}-k^{2}\right)}{\left(\alpha_{1}+\alpha_{2}\right)\left(\alpha_{1}^{2}+k^{2}\right)\left(\alpha_{2}^{2}+k^{2}\right)} \tag{17}
\end{align*}
$$

The off-shell $K$ matrix is

$$
\begin{equation*}
K\left(p, q, k^{2}\right)=\frac{2 \lambda}{\pi p q} \frac{Y^{\mathscr{P}}(p) Y^{\mathscr{P}}(q)}{\operatorname{det}_{1} A^{\mathscr{P}}(k)} \tag{18}
\end{equation*}
$$

with

$$
\begin{equation*}
Y^{\mathscr{Y}}(x)=x\left[\frac{1}{\alpha_{1}^{2}+x^{2}}-\frac{a}{\alpha_{2}^{2}+x^{2}}\right] \tag{19}
\end{equation*}
$$

## C. Mongan case IV potential

For this potential the principal value Fredholm determinant and off-shell $K$ matrix are given by the following expressions:
$\operatorname{det}_{2} A^{\prime \prime}(k)$

$$
\begin{aligned}
= & 1-\frac{\lambda_{1}}{2 \alpha_{1}\left(\alpha_{1}^{2}+k^{2}\right)}-\frac{\lambda_{2}}{2 \alpha_{2}\left(\alpha_{2}^{2}+k^{2}\right)} \\
& +\frac{\lambda_{1} \alpha_{1}}{\left(\alpha_{1}^{2}+k^{2}\right)^{2}}+\frac{\lambda_{2} \alpha_{2}}{\left(\alpha_{2}^{2}+k^{2}\right)^{2}} \\
& +\frac{\lambda_{1} \lambda_{2}\left(\alpha_{1}-\alpha_{2}\right)^{2}}{4 \alpha_{1} \alpha_{2}\left(\alpha_{1}+\alpha_{2}\right)^{2}\left(\alpha_{1}^{2}+k^{2}\right)\left(\alpha_{2}^{2}+k^{2}\right)}
\end{aligned}
$$

$$
\begin{equation*}
-\frac{\lambda_{1} \lambda_{2} k^{2}\left(\alpha_{1}-\alpha_{2}\right)^{2}}{2 \alpha_{1} \alpha_{2}\left(\alpha_{1}^{2}+k^{2}\right)^{2}\left(\alpha_{2}^{2}+k^{2}\right)^{2}} \tag{20}
\end{equation*}
$$

and

$$
K\left(p, q, k^{2}\right)=\frac{2}{\pi p q \operatorname{det}_{2} A^{\mathscr{P}}(k)} \sum_{i, j=1}^{2} \lambda_{i} Y_{i}^{\longmapsto p}(p)
$$

$$
\begin{equation*}
\times\left[L_{j}(k) Y_{i}^{\mathscr{P}}(q)-M_{i j}(k) Y_{j}^{\mathscr{P}}(q)\right], \quad j \neq i \tag{21}
\end{equation*}
$$

Here

$$
\begin{align*}
& Y_{i}^{\prime \mu}(x)=\frac{x}{\alpha_{i}^{2}+x^{2}},  \tag{22}\\
& L_{j}(k)=1+\frac{\lambda_{j}\left(\alpha_{j}^{2}-k^{2}\right)}{2 \alpha_{j}\left(\alpha_{j}^{2}+k^{2}\right)^{2}}, \tag{23}
\end{align*}
$$

and

$$
\begin{equation*}
M_{i j}(k)=\frac{\lambda_{j}\left(\alpha_{i} \alpha_{j}-k^{2}\right)}{\left(\alpha_{i}+\alpha_{j}\right)\left(\alpha_{i}^{2}+k^{2}\right)\left(\alpha_{j}^{2}+k^{2}\right)}, \tag{24}
\end{equation*}
$$

## D. Two-term Tabakin potential

For the two-term Tabakin potential the relevant Fredholm determinant and off-shell $K$ matrix can be written as,

$$
\begin{aligned}
& \operatorname{det}_{2} A \\
&= \operatorname{det}_{2} A^{J}(k)-\frac{\gamma^{2} \alpha}{\left(\alpha^{2}+k^{2}\right)^{2}}\left[1+\frac{\beta^{2}}{16 b^{3}\left[\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right]}\right. \\
&\left.\times\left\{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-4 b^{2} k^{2}+\frac{8 b^{2} k^{2}\left(b^{2}+d^{2}+2 \alpha b\right)}{(\alpha+b)^{2}+d^{2}}\right\}\right] \\
&+\frac{\beta^{2}\left[\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)+4 b^{2} k^{2}\right]}{2 b\left[\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right]^{2}}\left[k^{2}+\frac{\gamma^{2} k^{2}}{2 \alpha\left(\alpha^{2}+k^{2}\right)}\right. \\
&\left.+\frac{\gamma^{2}\left[\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-2 \alpha b k^{2}\right]}{2 b\left(\alpha^{2}+k^{2}\right)\left((\alpha+b)^{2}+d^{2}\right)}\right],
\end{aligned}
$$

and

$$
\begin{equation*}
K\left(p, q, k^{2}\right)=\frac{2}{\pi p q \operatorname{det}_{2} A^{\mathscr{p}}(k)}\left[Y_{2}^{乡 p}(p) \rho_{2}(k, q)-Y_{1}^{\infty}(p) \rho_{1}(k, q)\right] \tag{26}
\end{equation*}
$$

In Eq. (26)

$$
\begin{align*}
& Y_{1}^{\prime \prime}(x)=\frac{\gamma x}{\alpha^{2}+x^{2}},  \tag{27a}\\
& Y_{2}^{2}(x)=\frac{\beta x^{3}}{\left(b^{2}+x^{2}\right)^{2}+2 d^{2}\left(b^{2}-x^{2}\right)+\mathrm{d}^{4}},  \tag{27b}\\
& \rho_{1}(k, q)=\left[1+\frac{\beta^{2}\left[\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-4 b^{2} k^{2}\right]}{16 b^{3}\left[\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right]}+\frac{\beta^{2} k^{2}\left[\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)+4 b^{2} k^{2}\right]}{2 b\left[\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}\right]^{2}}\right] Y_{1}^{\infty,}(q)
\end{align*}
$$

$$
+\frac{\gamma \beta}{2 b\left(\alpha^{2}+k^{2}\right)}\left[\frac{b^{2}+d^{2}+2 \alpha b}{(\alpha+b)^{2}+d^{2}}-\frac{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)+4 b^{2} k^{2}}{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}}\right] \boldsymbol{Y}_{2}^{\mathscr{P}}(q),
$$

and

$$
\begin{align*}
\rho_{2}(k, q)= & {\left[1+\frac{\gamma^{2}}{2 \alpha\left(a^{2}+k^{2}\right)}-\frac{\gamma^{2} \alpha}{\left(\alpha^{2}+k^{2}\right)^{2}}\right] \boldsymbol{Y}_{2}^{\mathscr{P}}(q) }  \tag{27c}\\
& +\frac{\gamma \beta}{\left(b^{2}+k^{2}\right)^{2}+2 d^{2}\left(b^{2}-k^{2}\right)+d^{4}}\left[\frac{\alpha k^{2}}{\alpha^{2}+k^{2}}+\frac{\left(b^{2}+d^{2}\right)\left(b^{2}-k^{2}+d^{2}\right)-2 \alpha b k^{2}}{2 b\left((\alpha+b)^{2}+d^{2}\right)}\right] Y_{1}^{\mathscr{P}}(q)
\end{align*}
$$

## IV. SUMMARY AND DISCUSSION

We have adapted the wavefunction approach of paper I to $K$ matrix calculations. Expressions for off-shell and half-off-shell $K$ matrices $K\left(p, q, k^{2}\right)$ and $K\left(k, q, k^{2}\right)$ are derived in terms of elementary transcendental functions for Tabakin, Beregi, and Mongan case IV potentials.

For a short-range local interaction the relation between half-off-shell $K$ and $T$ matrices is given by

$$
K\left(k, q, k^{2}\right)=\frac{T\left(k, q, k^{2}\right)}{1-(i \pi k / 2) T(k)}
$$

The results for nonlocal potentials presented in paper I and here are also found to satisfy this relation.
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#### Abstract

The existence and analytical form of a vector constant of the classical relativistic planar motion of a point charge in an arbitrary time-independent axisymmetric electromagnetic field are established. The components of the vector are utilized, in conjunction with the angular momentum, to construct realizations of the Lie algebras of the Euclidean group $\mathrm{E}(2)$, of the special unitary group $\mathrm{SU}(2)$, and of the Ladder operators of the harmonic oscillator. The charge is assumed to move in an externally prescribed field. The formulation is gauge invariant.


## I. INTRODUCTION

The Hamiltonian canonical formalism of classical mechanics enables one to construct the dynamics of a system in terms of dynamical variables which are functions of the phase space coordinates. This infinite set of variables, together with the operations of the bilinear Poisson bracket and ordinary addition, forms a dynamical Lie algebra, the Poisson bracket being the realization of the abstract Lie bracket. The algebra on the one hand is enveloped by that which allows for ordinary multiplication of the variables in addition to the two operations already stated, and on the other hand it contains the set of constants of the motion as a subalgebra. The outstanding dynamical variable is, of course, the Hamiltonian. Each variable generates a oneparameter group of canonical transformations-an automorphism-of the dynamical algebra into itself. In particular, the transformation generated by the Hamiltonian, with the time as the group parameter, describes the temporal evolution of the system.

The phase space formulation is especially appropriate when one seeks to establish symmetry properties of a system. Symmetries may be found in phase space which are not at all evident from a study of configuration space alone. Such higher symmetries of nongeometrical origin, generally called dynamical symmetries, are of considerable interest, being responsible for hidden symmetries or accidental degeneracies. The symmetry of the hydrogen atom under the operations of the orthogonal rotation group $\mathrm{O}(4)$ is a well-known example. McIntosh ${ }^{1}$ reviews the relationship of symmetry to degeneracy and provides an extensive bibliography.

Although any dynamical variable can be utilized to generate a canonical transformation, only those which are constants of the motion, and hence whose Poisson brackets with the Hamiltonian are zero, generate transformations that leave the Hamiltonian invariant. The Lie algebra consisting of constants of the motion is thus a symmetry algebra, and the associated group a symmetry group of the system. The role of Lie algebras and groups in classical mechanics is comprehensively presented by Sudarshan and Mukunda ${ }^{2}$ and is concisely treated by Rosen. ${ }^{3}$ It has also been discussed in several specific applications, e.g., by Fradkin, ${ }^{4}$ Mukunda, ${ }^{5,6}$ Stehle and Han, ${ }^{7}$ Maiella and Vitale, ${ }^{8}$ and Mitchell. ${ }^{9}$

The construction of the symmetry algebras associated with the classical motion of a structureless point charge in an externally prescribed time-independent axisymmetric electromagnetic field is the subject of this paper. To be exact, it is assumed that the motion is confined to the equatorial plane and, of course, that the field configuration admits such planar trajectories. It is shown that a vector constant of the motion which lies in the orbital plane always exists, can be explicitly determined, and can be used to construct realizations of three symmetry algebras. These are algebras of the Euclidean group E(2), the unitary unimodular group $\operatorname{SU}(2)$, and the algebra of creation and annihilation operators. The construction can be carried through without either prescribing the functional form of the electromagnetic field or choosing a particular gauge. The analysis is relativistic throughout and is readily reduced to a nonrelativistic form if required. It includes as a special case the work of Dulock and McIntosh ${ }^{10}$ which is restricted to a field configuration consisting of a uniform magnetic field in the presence of an electric field originating in a harmonic oscillator potential.

## II. THE VECTOR CONSTANT

The Hamiltonian

$$
\begin{equation*}
H=c\left(m^{2} c^{2}+\mathrm{P}^{2}\right)^{1 / 2}+q \phi \tag{1}
\end{equation*}
$$

is the total energy, and describes the motion of a zerospin structureless point charge in an externally prescribed field whose scalar potential is $\phi$. In this expression the mechanical linear momentum is represented by $\mathbf{P}$, the rest mass by $m$ and the charge by $q \cdot$ On introducing the vector potential, $A$, of the magnetic field and the conjugate kinetic momentum $\mathbf{p}$, one can express the Hamiltonian in the form ${ }^{11}$

$$
\begin{equation*}
H=c\left[m^{2} c^{2}+\left(\mathbf{p}-\frac{q}{c} \mathbf{A}\right)^{2}\right]^{1 / 2}+q \phi \tag{2}
\end{equation*}
$$

To ensure the admissibility of trajectories confined to the equatorial plane $z=0$, the potentials $\mathbf{A}$ and $\phi$ must satisfy the conditions

$$
\begin{equation*}
\frac{\partial A_{\theta}}{\partial z}=\frac{\partial A_{r}}{\partial z}-\frac{\partial A_{z}}{\partial r}=\frac{\partial \phi}{\partial z}=0, \quad z=0 \tag{3}
\end{equation*}
$$

in which $(r, \theta, z)$ are the usual cylindrical coordinates and subscripts denote components. The axisymmetric
nature of the electromagnetic field is guaranteed by omitting any dependence on the azimuthal angle $\theta$ from the potentials. It is not necessary to subject them to any particular choice of gauge. For the remainder of the analysis the Hamiltonian adopted is the two-dimensional form

$$
\begin{align*}
H= & c\left[m^{2} c^{2}+\left(p_{r}-\frac{q}{c} A_{r}\right)^{2}+\left(\frac{1}{r} p_{\theta}-\frac{q}{c} A_{\theta}\right)^{2}\right]^{1 / 2} \\
& +q \phi(r) \tag{4}
\end{align*}
$$

which is obtained by setting $z=p_{z}=A_{z}=0$ in Eq. (2).
Owing to the symmetry of the Hamiltonian under the orthogonal rotation group $O(2)$ the kinetic orbital angular momentum $p_{\theta}$, conjugate to the azimuthal angle, is a constant of the motion which will be represented by $l$. Accordingly the vector $\mathbf{l}=\mathbf{r} \times \mathbf{p}$, which generates rotations about the axis of symmetry, is a constant vector normal to the equatorial (orbit) plane. The two-dimensional Hamiltonian given by Eq. (4) can be written as a function of the two variables $r$ and $p$ and the constant $l$ only. A second vector constant $\mathbf{F}$ can now be determined as follows. Let

$$
\begin{equation*}
\mathbf{F}=f \mathbf{r}+g \mathbf{p} \tag{5}
\end{equation*}
$$

in which the two dynamical variables $f$ and $g$ are functions also of $r, p$, and $l$ alone. A straightforward calculation shows that the Poisson bracket

$$
\begin{equation*}
[l, \mathbf{F}]=\mathbf{1} \times \mathbf{F} / l \tag{6}
\end{equation*}
$$

and hence that $\mathbf{F}$ behaves like a vector under rotations. Thus $F$, which clearly lies in the orbit plane, is a vector constant of the motion if its Poisson bracket with the Hamiltonian

$$
\begin{equation*}
[\mathbf{F}, H]=0 \tag{7}
\end{equation*}
$$

This condition can be rendered in a simple form by first changing the representation (5) to

$$
\begin{equation*}
\mathbf{F}=U(r, p, l) \mathbf{e}_{r}+V(r, p, l) \mathbf{e}_{\theta} . \tag{8}
\end{equation*}
$$

The unit basis vectors in the $(r, \theta)$ coordinate system are symbolized by ( $\mathrm{e}_{r}, \mathrm{e}_{\theta}$ ). The condition for the constancy of $\mathbf{F}$ then becomes

$$
\begin{equation*}
\left\{[U, H]-V \frac{\partial H}{\partial p_{\theta}}\right\} \mathbf{e}_{r}+\left\{[V, H]+U \frac{\partial H}{\partial p_{\theta}}\right\} \mathbf{e}_{\theta}=0 \tag{9}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\left[W^{\prime}, H\right]+i W^{\prime} \frac{\partial H}{\partial p_{\theta}}=0, \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
W^{\prime}(r, p, l)=U(r, p, l)+i V(r, p, l), \quad i=\sqrt{-1} \tag{11}
\end{equation*}
$$

However, since both $H$ and $W$ are functions of $r, p$, and $l$, we have the Poisson bracket

$$
\begin{equation*}
[W, H]=\frac{(\mathbf{r} \cdot \mathbf{p})}{r p}\left(\frac{\partial w}{\partial r} \frac{\partial H}{\partial p}-\frac{\partial w}{\partial p} \frac{\partial H}{\partial r}\right) \tag{12}
\end{equation*}
$$

and Eq. (10) is a first-order linear partial differential equation which determines the function $W(r, p, l)$ when $H$ is prescribed. By introducing the independent variables $(r, H)$ in place of $(r, p)$ in Eq. (10) it is reduced to
the ordinary differential equation

$$
\begin{equation*}
\frac{d W}{d r}+\frac{i L}{r(\mathbf{r} \cdot \mathbf{P})} W=0 \tag{13}
\end{equation*}
$$

in which the function $L$ is defined by

$$
\begin{equation*}
L=\frac{r^{2} p}{(\mathbf{r} \cdot \mathbf{p})}(\mathbf{r} \cdot \mathbf{P})\left(\frac{\partial H}{\partial p_{\theta}}\right)\left(\frac{\partial H}{\partial p}\right)^{-1} \tag{14}
\end{equation*}
$$

Hence, as a solution of Eq. (13) one may take

$$
\begin{equation*}
W(r, H, l)=\exp (i \psi), \tag{15}
\end{equation*}
$$

using the notation

$$
\begin{equation*}
\psi(r, H, l)=\int_{r_{0}}^{r} \frac{L}{r(\mathbf{r} \cdot \mathbf{P})} d r \tag{16}
\end{equation*}
$$

in which the lower limit is arbitrary. On combining Eqs. (16), (15), (11), (8), and (5) it is found that

$$
\begin{equation*}
\mathbf{F}=\frac{\mathbf{r}}{r} \cos \psi+\frac{\mathbf{r} \times(\mathbf{r} \times \mathbf{P})}{r L} \sin \psi \tag{17}
\end{equation*}
$$

is a vector constant of the motion with unit magnitude. It is similar in form to that previously established ${ }^{9}$ for spherically symmetric Hamiltonians. The function $L$ is identified, on using Eqs. (14) and (4) to be the magnitude of the orbital angular momentum

$$
\begin{equation*}
L=|\mathbf{r} \times \mathbf{P}|=r P_{\theta}=p_{\theta}-\frac{q}{c} r A_{\theta} \tag{18}
\end{equation*}
$$

Consequently, $\psi$ which is the angular position of $\mathbf{r}$ relative to $\boldsymbol{F}$ is found for Eqs. (18) and (16) to be

$$
\begin{align*}
\psi= & \int_{r_{0}}^{r}\left(\frac{l}{r}-\frac{q}{c} A_{\theta}\right)\left[(H-q \phi)^{2} / c^{2}-m^{2} c^{2}\right. \\
& \left.-\left(\frac{l}{r}-\frac{q}{c} A_{\theta}\right)^{2}\right]^{-1 / 2} d r \tag{19}
\end{align*}
$$

and is recognized as the angular position of the charge in its orbit. If the lower limit of integration is chosen to correspond to a turning point, $\mathbf{r} \cdot \mathbf{P}=0$, then the vector $F$ is always directed towards that point. The equation of the orbit is found by taking the inner product of $\mathbf{r}$ and F. In the particular case, e.g., in which a uniform magnetic field $B \mathbf{k}$ acts alone along the axis of symmetry, Eqs. (16), (17), and (19) serve to determine

$$
\begin{equation*}
\mathbf{F}=(m \omega \mathbf{r}-\mathrm{k} \times \mathrm{P})\left(\mathrm{P}^{2}+2 m \omega l\right)^{-1 / 2} . \tag{20}
\end{equation*}
$$

This well-known vector constant establishes the direction of the position vector of the center of the circle of gyration relative to the coordinate axes. The Larmor frequency $q B / m c$ is denoted by $\omega$. The quantum-mechanical properties of the vector defined in equation (20) are discussed by Johnson and Lippman. ${ }^{12}$ Other closely allied quantum mechanical results are given by Malkin and Man'ko, ${ }^{13}$ by Katriel and Adam, ${ }^{14}$ and by Malkin, Man'ko, and Trifonov. ${ }^{15}$

## III. THE LIE ALGEBRAS

On multiplying the vector $\mathbf{F}$ by any scalar dynamical variable $R(r, p, l)$ one obtains a new vector constant

$$
\begin{equation*}
\mathbf{G}=R \mathbf{F} \tag{21}
\end{equation*}
$$

if

$$
\begin{equation*}
[R, H]=0 . \tag{22}
\end{equation*}
$$

It is possible therefore to adjust the magnitude of the vector by an appropriate choice of the scalar constant of the motion $R$. It follows from Eq. (7) that

$$
\begin{align*}
& {\left[l, G_{1}\right]=G_{2},}  \tag{23}\\
& {\left[l, G_{2}\right]=-G_{1},} \tag{24}
\end{align*}
$$

and in addition the bracket relation

$$
\begin{equation*}
G_{2}\left[G_{1}, G_{2}\right]=G\left[G_{1}, G\right] \tag{25}
\end{equation*}
$$

can be readily derived. The subscripts 1 and 2 have been introduced to denote the Cartesian components of $G$ whose magnitude is $G=R$. Three choices of the function $R$ are now considered.

The first is to choose it to be the Hamiltonian itself.
Then Eq. (25) becomes

$$
\begin{equation*}
\left[G_{1}, G_{2}\right]=0 \tag{26}
\end{equation*}
$$

and thus through Eqs. (23), (24), and (25) the quantities $G_{1}, G_{2}$, and $l$ provide a realization of the Lie algebra of the group $E(2)$ of motions in two-dimensional Euclidean space. If as the second choice $R$ is taken to be

$$
\begin{equation*}
R=i l, \quad i=\sqrt{-1} \tag{27}
\end{equation*}
$$

then Eq. (25) reduces to

$$
\begin{equation*}
\left[G_{1}, G_{2}\right]=l \tag{28}
\end{equation*}
$$

The identification $I_{1}=G_{1}, I_{2}=G_{2}, I_{3}=l$ makes it possible to write the bracket relations (23), (24), and (28) in the compact form

$$
\begin{equation*}
\left[I_{j}, I_{k}\right]=\sum_{\bar{m}} \epsilon_{j k m} I_{m} \tag{29}
\end{equation*}
$$

in which $\epsilon_{j k m}$ is the permutation tensor. The Lie algebra ${ }^{16}$ of the special unitary group $\operatorname{SU}(2)$ can accordingly be realized by $G_{1}, G_{2}$, and $i l$ defined through Eqs. (17), (21), and (27). As the final choice
one may take

$$
\begin{equation*}
R=(H-2 \alpha l)^{1 / 2} \tag{30}
\end{equation*}
$$

in which $\alpha$ represents an arbitrary constant independent of the phase space coordinates. The bracket relations are then

$$
\begin{align*}
& {\left[G_{1}, G_{2}\right]=\alpha,}  \tag{31}\\
& {\left[G_{2}, l\right]=G_{1},}  \tag{32}\\
& {\left[l, G_{1}\right]=G_{2},} \tag{33}
\end{align*}
$$

which are those of the creation and annihilation operators of the quantum harmonic oscillator.
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#### Abstract

Benioff [J. Math. Phys. 13 (1972)] has shown that every consistent, countable family of positive, normalized operator-valued (PNOV) measures $\mu_{n}$ over $R^{n}$ can be extended to a PNOV measure over $R^{\infty}$. In this paper we show that the same result holds for arbitrary, consistent families of PNOV measures over complete, separable metric spaces. Further we show that, while there may be no extension if the topological conditions are relaxed, it is always possible to construct a related family of PNOV measure spaces which: (1) Are measures theoretically indistinguishable from the original spaces; (2) Have an extending PNOV measure. These results use developments in the theory of algebraic models of measures as initiated by Dinculeanu and Foias [III. J. Math. 12 (1968)] and applied to stochastic processes by Schreiber, Sun, and Bharucha-Reid [Trans. AMS 158 (1973)].


## 1. INTRODUCTION

In mathematical physics operator-valued measures over $R^{n}$ and their extension to $R^{\infty}$ have been used to study quantum mechanical measurement and decision procedures involving an infinite number of steps (cf. Beniof $\mathrm{f}^{1,2}$ ). For example, consider a situation in which a collection of observables is measured repeatedly. This will yield a sequence of operator-valued measures $\left\{\mu_{n}\right\}$ over $R^{n}$. Furthermore, they will be consistent in the sense of Kolmogorov. That is, for every $n$ and every measurable subset $A$ of $R^{n}$ we shall have

$$
\mu_{n}(A)=\mu_{n+1}(A \times R) .
$$

Hence it is natural to consider extension theorems for operator-valued measures; that is, to investigate the existence of an operator-valued measure $\mu$ on $R^{\infty}$ which reduces to $\mu_{n}$ on $R^{n}$. Beniof ${ }^{1}$ has investigated the extensions of families of operator-valued measured defined over countable products of $\mathbb{R}$, and obtained extension theorems of Kolmogorov type for such families.

In Sec. 2 of this paper we define operator-valued measures. Section 3 is devoted to a generalization of Benioff's theorem to arbitrary families of Polish spaces; $i_{\text {. }} e_{.}$, uncountable collections of complete separable metric spaces. Finally, in Sec. 4, we extend the idea of an algebraic model for a scalar measure (due to Dinculeanu and Foias ${ }^{3}$ ) to operator-valued measures, obtain an operator-valued version of the BochnerNeumark theorem, and obtain an analog of the main result of Schreiber, Sun, and Bharucha-Reid. ${ }^{4}$ This permits the elimination of the topological conditions on the spaces over which the measures are defined. For while there may not be an extension over non-Polish spaces we shall see that there is a canonical way to construct a family of spaces measure-theoretically indistinguishable from the originals over which there is an extension.

## 2. OPERATOR-VALUED MEASURES

Let $H$ be a fixed complex Hilbert space with inner product $\langle\cdot, \cdot\rangle$; and, as before, let $L(H)$ denote the Banach algebra of bounded linear operators on $H$ equipped with the norm topology, i. $e_{0}$, the topology induced by the operator norm

$$
\|L\|_{O D}=\sup \|L x\|_{H}, \quad x \in H, \quad\langle x, x\rangle=1
$$

If $X$ is a set and $A$ is a $\sigma$-algebra of subsets of $X$, then a function $\mu: A \rightarrow L(H)$ is called an operator-valued measure if
(i) $\mu(\phi)=\theta$ (the null operator);
(ii) if $\left\{A_{i}\right\}$ is a pairwise disjointed sequence of sets from $A$, then

$$
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right)
$$

in the strong sense; $i_{0} e_{0}$, for every $x \in H$ we have

$$
\left\|\sum_{i=1}^{N} \mu\left(A_{i}\right) x-\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right) x\right\|_{H} \rightarrow 0
$$

as $N \rightarrow \infty$ 。 The measure $\mu$ is said to be positive if, for every $A \in A, \mu(A)$ is a positive operator, i. e., for every $x \in H,\langle\mu(A) x, x\rangle \geqslant 0$. Furthermore, $\mu$ is said to be normalized if $\mu(X)=I$, and complete if $\mu(A)=\theta$ implies that every subset of $A$ is a member of $A$.

We remark that if $\mu(A)=\theta$ and $P \subseteq A$ is $A$-measurable then $\mu(B)=\theta$ for positive, operator-valued measures. Hence, the statement " $\mu-\mathrm{a} . \mathrm{s}$. " is well defined. Finally, if $\mu$ is also normalized then, for every $x \in H$ with $\langle x, x\rangle$ $=1$ we have that $\mu_{x}(A)=\langle\mu(A) x, x\rangle$ is a probability measure and $\mu(A)=\theta$ if and only if $\mu_{x}(A)=0$ for every unit vector $x$ of $H$.

In view of the above we see that a positive, normalized operator-valued measure (called henceforth a PNOV measure) is a natural generalization of a probability measure. It is, therefore, natural to ask if extension theorems of Kolmogorov type can be proved for PNOV measures. We have already noted that this is a problem of interest in quantum theory.

## 3. AN EXTENSION THEOREM FOR PNOV MEASURES

For each $\sigma$ in a directed set $I$, let $Y_{\alpha}$ be a nonempty set with $\sigma$-algebra $A_{\alpha}$. Assume that the $Y_{\alpha}$ are increasing and the $A_{\alpha}$-measurable sets, when imbedded in $Y_{\beta}$, for $\beta \geqslant \alpha$, are $A_{\beta^{-}}$measurable. We may then ask: Under what conditions will a family of PNOV measure $\mu_{\alpha}$ extend to a PNOV measure $\mu$ over $\cup_{\alpha \in I} A_{\alpha}$.

We now state and prove the following result as an answer to the above.

Theorem 1: For each $t \in T$ let $X_{t}$ be a Polish space (i.e., a complete separable metric space) and let $\mathcal{A}_{t}$ denote the $\sigma$-algebra of Borel sets of $X_{t}$. Assume that for each nonempty finite subset $V \subseteq T$ there is given a PNOV measure $\mu^{V}$ on $A_{V}=\Pi_{t \in V} A_{t}$. Also assume the $\mu^{V}$ are consistent; that is, if $U \subseteq V$ let $\pi_{U, V}: A_{U} \rightarrow A_{V}$ be the canonical injection so that for every $A \in A u$

$$
\mu U(A)=\mu^{V}\left(\pi_{U, v}(A)\right)
$$

Then there exists a PNOV measure $\mu$ on $\Pi_{t \in T} \mathcal{A}_{t}$ which agrees with each $\mu^{V}$ on $A_{v}$.

In order to prove the above theorem the following two lemmas are needed.

Lemma 1: Theorem 1 holds if the expression "PNOV measure" is replaced by "probability measure."

For the proof of this lemma we refer to Ash. ${ }^{5}$
Lemma 2: Let the sets and $\sigma$-algebras $X_{t}$ and $A_{t}$ be as in Theorem 1. Let $m$ be a probability measure on $A=\prod_{t \in T} A_{t}$. Then, for each $A \in A$ and $\epsilon>0$ there exists a finite subset $U$ of $T$ and a set $B \in A_{V}=\Pi_{t \in U} A_{t}$ such that,

$$
\left|m(A)-m^{U}(B)\right|<\epsilon .
$$

Proof of Lemma 2: First we observe (Ash, ${ }^{5}$ p. 194) that for each fixed $A \in A$ there exists a countable subset $T_{A}=\left(t_{1}, t_{2}, t_{3}, \cdots\right)$ of $T$ and a set $\tilde{A} \in A_{T_{A}}$ such that

$$
(a(t), t \in T) \in A \quad \text { if and only if }\left(a(t), t \in T_{A}\right) \in \tilde{A}_{\circ}
$$

Hence $m(A)=m^{T_{A}}(\tilde{A})$, where, for any subset $S$ of $T$ we define the measure $m^{S}$ on $\Pi_{t \in S} \mathcal{A}_{t}$ by the formula

$$
m^{s}(C)=m\left(C \times \Pi_{t \in T} \backslash s X_{t}\right)
$$

But $m^{T} A$ is a finite measure and hence regular from above. Therefore, if we define for each $n=1,2, \cdots$, the set

$$
\widetilde{A}_{n}=\bigcup_{a \in \tilde{A}}\left[\left(a\left(t_{1}\right), \ldots, a\left(t_{n}\right)\right) \times \prod_{i=n+1} X_{t_{i}}\right]
$$

then we see that $\tilde{A}_{n} \supseteq \tilde{A}_{n+1}$ and $\bigcap_{n=1}^{\infty} \tilde{A}_{n}=\tilde{A}$. Hence
$\lim _{n \rightarrow \infty} m^{T} A\left(\tilde{A}_{n}\right)=m^{T}(\tilde{A})$, and thus

$$
\left|m^{T_{A}}(\tilde{A})-m^{T_{A}}\left(\tilde{A_{n}}\right)\right|<\epsilon
$$

for large enough $n$. By the construction of the sets $\tilde{A}_{n}$, if we set $U=\left(t_{1}, t_{2}, \cdots, t_{n}\right)$ and $B=U_{a \in A}\left(a\left(t_{1}\right), a\left(t_{2}\right), \cdots\right.$, $a\left(t_{n}\right)$ ), then $m^{U}(B)=m^{T} A\left(A_{n}\right)$ and the result is proved.

Lemma 3: Let $A$ be a $\sigma$-algebra of subsets of $X$; and assume that for each $x \in H$ there is given a finite positive measure $\mu_{x}$ on $A$. Then, there exists a positive opera-tor-valued measure $\mu$ on $A$ such that $\langle\mu(A) x, x\rangle=\mu_{x}(A)$ for every $A \in A$ and $x \in H$ if and only if
(i) $\left[\mu_{x+y}(A)\right]^{1 / 2} \leqslant\left[\mu_{x}(A)\right]^{1 / 2}+\left[\mu_{y}(A)\right]^{1 / 2}$,
(ii) $\mu_{\alpha x}(A)=|\alpha|^{2} \mu_{x}(A)$,
(iii) $\mu_{x+y}(A)+\mu_{x-y}(A)=2 \mu_{x}(A)+2 \mu_{y}(A)$
for all $x, y \in H$, complex $\alpha$, and $A \in A$ 。Also, for every $A \in A$ there is a constant $\kappa_{A} \geqslant 0$ such that
(iv) $\mu_{x}(A) \leqslant \kappa_{A}\|x\|^{2}$.

For the proof of this lemma we refer to Willansky. ${ }^{6}$

Proof of Theorem: Let $x=H$ and assume $\|x\|=1$ 。For each nonempty, finite subset $V$ of $T$ def ine the probability measure $\mu_{x}^{V}(\cdot)=\left\langle\mu^{V}(\cdot) x, x\right\rangle$ on $A_{V}$. Then for the family $\left\{\mu_{x}^{r}\right\}_{V}$ Lemma 1 is applicable; hence there exists a probability measure $\mu_{x}$ on $\Pi_{t \epsilon T} A_{t}$ such that $\mu_{x}^{V}(A)$ $=\mu_{x}\left(\pi_{V, \infty}(A)\right)$, where $\mu_{V, \infty}$ is the canonical injection of $A_{V}$ into $A$.

Now, let $x$ be any element of $H$. If $x=\theta$ set $\mu_{\theta}=0$, and if $x \neq \theta$ set $\mu_{x}=\|x\|^{2} \mu_{(x /\|x\|)}$. Thus, applying Lemma 2 we have that for every $\alpha \in Z, x$ and $y \in H, A$ in $A$ and $\epsilon>0$ there exists a finite subset $U$ of $T$ for which,

$$
\begin{aligned}
&\left|\mu_{x}(A)-\mu_{x}^{U}(P)\right|<\epsilon, \\
&\left|\mu_{\alpha}(A)-\mu_{\alpha x}^{U}(R)\right|<\epsilon, \\
&\left.*^{*}\right)\left|\mu_{y}(A)-\mu_{y}^{U}(R)\right|<\epsilon, \\
&\left|\mu_{x+y}(A)-\mu_{x+y}^{U}(P)\right|<\epsilon, \text { and } \\
&\left|\mu_{x-y}(A)-\mu_{x-y}^{U}(B)\right|<\epsilon,
\end{aligned}
$$

where $P$ is as in Lemma 2.
Hence we see that

$$
\text { (i) } \begin{aligned}
\mu_{x+y}(A) & \leqslant \mu_{x+y}^{U}(E)+2 \epsilon \\
& \leqslant\left\{\left[\mu_{x}^{U}(B)\right]^{1 / 2}+\left[\mu_{y}^{U}(E)\right]^{1 / 2}\right\}^{2}+2 \epsilon \\
& \leqslant\left\{\left[\mu_{x}(A)+\epsilon\right\}^{1 / 2}+\left[\mu_{y}(A)+\epsilon\right]^{1 / 2}\right\}^{2}+2 \epsilon
\end{aligned}
$$

and so, letting $\epsilon \rightarrow 0$,

$$
\begin{aligned}
& \text { i. e., } \quad \mu_{x+y}(A) \leqslant\left\{\left[\mu_{x}(A)\right]^{1 / 2}+\left[\mu_{y}(A)\right]^{1 / 2}\right\}^{2} \\
& {\left[\mu_{x+y}(A)\right]^{1 / 2} \leqslant\left[\mu_{x}(A)\right]^{1 / 2}+\left[\mu_{y}(A)\right]^{1 / 2}} \\
& \text { (ii) }\left|\mu_{\alpha x}(A)-|\alpha|^{2} \mu_{x}(A)\right| \\
& \leqslant\left|\mu_{\alpha x}(A)-\mu_{\alpha x}^{U}(F)\right|+\left|\mu_{\alpha x}^{U}(B)-|\alpha|^{2} \mu_{x}^{U}(A)\right| \\
& \\
& +|\alpha|^{2} \mu_{x}^{U}(E)-|\alpha|^{2} \mu_{x}(A)\left|\leqslant \epsilon+0+|\alpha|^{2} \epsilon\right.
\end{aligned}
$$

and, as $\epsilon \rightarrow 0$ the right-hand side goes to zero. Thus,

$$
\begin{align*}
& \quad \mu_{\alpha x}(A)=|o|^{2} \mu_{x}(A) \\
& \left|\mu_{x+y}(A)+\mu_{x-y}(A)-\left[2 \mu_{x}(A)+2 \mu_{y}(A)\right]\right|  \tag{iii}\\
& \leqslant\left|\mu_{x+y}(A)-\mu_{x+y}^{U}(B)\right|+\left|\mu_{x-y}(A)-\mu_{x-y}^{U}(B)\right| \\
& +\left|\mu_{x+y}^{U}(B)+\mu_{x-y}^{U}(B)-\left[2 \mu_{x}^{U}(B)+2 \mu_{y}^{U}(B)\right]\right| \\
& +2\left|\mu_{x}^{U}(B)-\mu_{x}(A)\right|+2\left|\mu_{y}^{U}(B)-\mu_{y}(A)\right| \leqslant 6 \epsilon
\end{align*}
$$

and as $\epsilon \rightarrow 0$, we have

$$
\mu_{x+y}(A)+\mu_{x-y}(A)-\left\lceil 2 \mu_{x}(A)+2 \mu_{y}(A)\right\rceil=0
$$

Finally,

$$
\text { (iv) }\|x\|^{2}-\mu_{x}(A) \geqslant\|x\|^{2}-\left(\mu_{x}^{U}(R)-\epsilon\right) \geqslant-\epsilon
$$

so $\|x\|^{2}-\mu_{x}(A) \geqslant 0$.
Thus, by Lemma 3, there exists a unique PNOV measure $\mu$ for which $\langle\mu(\cdot) x, x\rangle=\mu_{x}(\cdot)$. The topological conditions on the $X_{t}$ were used in two places: First in Lemma 1, the scalar-valued extension theorem and then in the approximations (*). As is well known (cf. Wegner ${ }^{7}$ ) these conditions are essential to the existence of the extending measure in the scalar-valued case.

## 4. ALGEBRAIC MODELS FOR PNOV MEASURES

In this section we (i) define algebraic models for PNOV measures, thereby extending the idea of Dincu-
leanu and Foias to this case, (ii) give a harmonicanalytic result for PNOV measures, and (iii) give an extension theorem for PNOV measures which is an analog of the main result of Schreiber et al.

Let $(X, A, \mu)$ be a PNOV measure space. In order to carry out the formulation of an algebraic model for ( $X, A, \mu$ ), or $\mu$, we define the space $L_{2}(\mu)$. A function $f: X \rightarrow Z, A-$ measurable, is said to belong to $L_{2}(\mu)$ is there is some finite number $M$ such that for every $x \in H$

$$
\int|f|^{2} d \mu_{x} \leqslant M\|x\|^{2}
$$

The smallest value of $M$ which satisfies the above will be denoted by $\|f\|_{2}^{2}$. We remark that the simple functions are dense in $L_{2}(\mu)$. Furthermore, $\|f\|_{2}=\left(\|f\|_{2}^{2}\right)^{1 / 2}$ is a norm for $L_{2}(\mu)$.

Proposition 1: $L_{2}(\mu)$ is a Banach space.
Proof: Suppose $\left\{f_{n}\right\}$ is Cauchy in $L_{2}(\mu)$. Then, there is a subsequence $\left\{f_{n_{k}}\right\}$ such that $\left\|f_{n_{k}+1}-f_{n_{k}}\right\|_{2}<2^{*}$.
Define

$$
g_{k}=\sum_{i=1}^{K}\left|f_{n_{i+1}}-f_{n_{i}}\right|,
$$

and

$$
g=\sum_{i_{a} 1}^{\infty}\left|f_{n_{i+1}}-f_{n_{i}}\right|
$$

Then

$$
\left\|g_{\kappa}\right\|_{2} \leqslant \sum_{i=1}^{\kappa}\left\|f_{n_{i+1}}-f_{n_{i}}\right\|_{2}<1
$$

Hence, for any $x \in H$,

$$
\int\left|g_{k}\right|^{2} d \mu_{x} \leqslant\|x\|^{2}
$$

where, as before, $\mu_{x}=\langle\mu x, x\rangle$. We now apply Fatou's lemma to the measures $\mu_{x}$;

$$
\int|g|^{2} d \mu_{x} \leqslant\|x\|^{2}
$$

Therefore,

$$
f_{n_{1}}+\sum_{i=1}^{\infty}\left(f_{n_{i+1}}-f_{n_{i}}\right)
$$

converges almost surely [ $\mu$ ]. Call the limit element $f$. Then, given any $\varepsilon>0$, there is an $N$ for which $m, n>N$ implies $\left\|f_{n}-f_{m}\right\|_{2}<\epsilon$. Hence, for each $x \in H$,

$$
\int\left|f-f_{m}\right|^{2} d \mu_{x} \leqslant \underset{i=\infty}{1 \mathrm{im}} \operatorname{lint}_{i=\infty}\left|f_{m_{i}}-f_{m}\right|^{2} d \mu_{x}<\epsilon^{2}\|x\|^{2}
$$

Thus $f \in L_{2}(\mu)$, and $f_{n} \rightarrow f$ in the $L_{2}$-norm.
We remark that the space $L_{2}(\mu)$ is not, even if $H$ is two-dimensional, a Hilbert space.

To prove Proposition 3, in which the prototype algebraic model for a PNOV measure is given, we shall need a fact about the structure of $L_{2}(\mu)$.

Proposition 2: The simple functions are dense in $L_{2}(\mu)$.

The proof is omitted, being exactly as in the case of a scalar-valued measure.

Definition 1: A function $\phi: \Gamma \rightarrow L(H)$ is called a PNOV function if
(i) $\phi(\gamma)=I$, if $\gamma=e-$ the identity of $\Gamma$, and
(ii) for every $N$ and choice of $\gamma_{1}, \cdots, \gamma_{N} \in \Gamma, z_{1}, \cdots$, $z_{n} \in Z$, the operator $\sum_{i, j=1}^{N} z_{i} \bar{z}_{j} \phi\left(\gamma_{i} \gamma_{j}^{-1}\right)$ is positive. Then for each $x \in H$ the function $\phi_{x}(\gamma)=\langle\phi(\gamma) x, x\rangle$ is positivedefinite。

Proposition 3: Let $\Gamma^{\mu}=\left\{f_{;} X \rightarrow Z \mid f\right.$ is $A$-measurable, $|f|=1\}$ and define $\phi^{\mu}: \Gamma^{\mu} \rightarrow L(H)$ by the formula

$$
\phi_{x, y}^{\mu} y(f)=\int f d \mu_{x, y}
$$

Then
(i) the linear span of $\Gamma^{\mu}$ is dense in $L_{2}(\mu)$
(ii) $\phi^{\mu}$ is a PNOV function.

Again, the proofs are immediate, that of (i) following from Proposition 2.

We can now consider the idea of an algebraic model for an operator-valued measure.

Definition 2: An ordered pair ( $\Gamma, \phi$ ) where $\Gamma$ is an Abelian group and $\phi$ is a PNOV function defined on $\Gamma$ will be called an algebraic measure system.

Definition 3: An algebraic measure system ( $\Gamma, \phi$ ) is said to be an algebraic model for the PNOV measure space ( $X, A, \mu$ ) if there is an injective homomorphism $h$ : $\Gamma \rightarrow \Gamma^{\mu}$ such that
(i) the linear span of $h(\Gamma)$ is dense in $L_{2}(\mu)$, and
(ii) $\phi(\gamma)=\int_{X} h(\gamma) d \mu$ 。

Thus every PNOV measure space possesses at least one algebraic model, namely ( $\Gamma^{\mu}, \phi^{\mu}$ ). Furthermore, every algebraic measure system is the algebraic model for some PNOV measure space. Indeed, we have:

Theorem 2: Let $\Gamma$ be an Abelian group, and let $\phi$ be a PNOV function on $\Gamma$ into $L(H)$. Then, when $\Gamma$ is endowed with the discrete topology there exists a PNOV measure $\nu$ on $G$, the (compact) dual of $\Gamma$, for which $\phi$ is its Fourier-Stieltjes transform; that is for every $\gamma \in \Gamma$ and $x, y \in H$

$$
\langle\phi(\gamma) x, y\rangle=\int_{G}(\gamma, g) d \nu_{x, y},
$$

where $(\cdot, \cdot)$ denotes the duality relation on $\Gamma \times G$.
Proof: Fix $x \in H$, and assume $\|x\|=1$. Then $\phi_{x}$ is a positive-definite function on $\Gamma$ and $\mu_{x}(\gamma)=1$ if $\gamma=e$. Hence, there exists a probability measure $\nu_{x}$ on the Borel $\sigma$-algebra of $G$ such that (cf. Rudin ${ }^{8}$ )

$$
\phi_{x}(\gamma)=\int_{G}(\gamma, \xi) d \nu_{x}
$$

Now, for any $x \in H$, define

$$
\nu_{x}=\left\{\begin{array}{l}
0, \quad \text { if } x=\theta, \\
\|x\|^{2} \nu_{(x /\|x\|)}, \quad \text { if } x \neq \theta_{0}
\end{array}\right.
$$

We claim the conditions of Lemma 3, Sec. 3, are satisfied. Clearly conditions (ii) and (iv) are satisfied. Condition (iii) follows directly from the uniqueness of the Fourier-Stieltjes transform in the scalar-valued measure case. To establish (i) we proceed as follows: Define the complex measure (for each $x, y \in H$ )

$$
\nu_{x, y}=\frac{1}{4}\left[\nu_{x+y}-\nu_{x-y}+i\left(\nu_{x+i y}-\nu_{x-i y}\right)\right]_{0}
$$

Taking the Fourier－Stieltjes transform of $\nu_{x, y}$ we have

$$
\exists\left(\nu_{x, y}\right)=\frac{1}{4}\left[\phi_{x+y}-\phi_{x-y}+i\left(\phi_{x+i y}-\phi_{x-i y}\right)\right],
$$

where $\exists$ denotes the Fourier－Stieltjes transform，and therefore

$$
\phi_{x+y}=\phi_{x}+\phi_{y}+\exists\left(\nu_{x, y}\right)+\exists\left(\nu_{y, x}\right)_{0}
$$

Hence upon inversion，

$$
\nu_{x+y}=\nu_{x}+\nu_{y}+\nu_{x, y}+\nu_{y, x 0}
$$

Now，$\nu_{x+y}(A)$ is a nonnegative number for every mea－ surable set $A$ 。 So，replacing $x+y$ by $x+\alpha y$ ，we have

$$
0 \leqslant \nu_{x+\alpha y}=\nu_{x}+|\alpha|^{2} \nu_{y}+\bar{\alpha} \nu_{x, y}+\alpha \nu_{x, y}
$$

and putting $\alpha=\nu_{x, y} / \nu_{y}$ ，we obtain $\left|\nu_{x, y}\right|^{2} \leqslant \nu_{x} \nu_{y o}$ There－ fore，$\left(\nu_{x+y}\right)^{1 / 2} \leqslant \nu_{x}^{1 / 2}+\nu_{y}^{1 / 2}$ ．

From the above we conclude that there exists a PNOV measure $\nu$ on $G$ for which

$$
\langle\nu(A) x, x\rangle=\nu_{\boldsymbol{x}}(A) .
$$

Therefore，

$$
\langle\phi(\gamma) x, x\rangle=\int_{G}(\gamma, g) d \nu_{x}
$$

and

$$
\langle\phi(\gamma) x, y\rangle=\int_{G}(\gamma, g) d v_{x, y}
$$

We remark that Neumark ${ }^{9}$ proved a similar result using a different definition of $\phi$ ，namely that of an operator of positive type．Indeed，the two theorems together show that the definitions are equivalent． Neumark＇s paper，which appeared in 1943，uses unitary dilations of one－parameter families of operators．It seems that his paper marks the first appearance of this method of proof．This impression is reinforced by Mlak，${ }^{10}$ who credits Neumark with the introduction of this important idea．

We now see that associated with every PNOV mea－ sure space（ $X, A, \mu$ ）is the model（ $\Gamma^{\mu}, \phi^{\mu}$ ）which is like－ wise a model for（ $G, B, \nu$ ）．The relationship between （ $X, A, \mu$ ）and（ $G, B, \nu$ ）is given by Lemma 4.

Lemma 4：There is a measurable map $\psi: X \rightarrow G$ and a mapping $\lambda: L_{2}(\mu) \rightarrow L_{2}(\nu)$ for which $\lambda(f) \circ \psi=f$ （ $\mu$－a．s．）for each $f \in L_{2}(\mu)$ 。

Proof：First the mapping $\lambda$ is constructed using the fact that $\Gamma_{\mu}$ is a subset of both $L_{2}(\nu)$ and $L_{2}(\mu)$ ．For each $\gamma \in \Gamma_{\mu}$ ，regarded as a function on $X$ ，def ine the func－ tion $\lambda(\gamma)=(\cdot, \gamma)$ on $G$ ．Since $|\lambda(\gamma)| \equiv 1$ it lies in $L_{2}(\nu)$ and in fact，since（ $\Gamma^{\mu}, \phi^{\mu}$ ）is a model for（ $G, B, \nu$ ），the set $\lambda(\Gamma)$ will generate $L_{2}(\nu)$ ．Hence，for any $L_{2}(\mu)$ sequence of linear combinations $f_{n}=\sum_{i=1}^{\infty} C_{i}^{n} \nu_{i}^{n}$ approxi－ mating $f$ we def ine $\lambda\left(f_{n}\right)=\sum_{i=1}^{\infty} C_{f}^{n}\left(\cdot, \gamma_{i}^{n}\right)$ ．That $\left\{\lambda\left(f_{n}\right)\right\}$ is
Cauchy in $L_{2}(\nu)$ is immediate from the fact that，

$$
\int_{X} \gamma d \mu=\phi^{\mu}(\gamma)=\int_{G}(\cdot, \gamma) d \nu_{0}
$$

Hence we set $\lambda(f)={ }_{\pi}^{1 \text { im }} \lambda\left(f_{n}\right)$ in $L_{2}(\nu)$ ．Now，define $\psi: X \rightarrow G$ via $(\psi(x), \gamma)=\gamma(x)$ for every $\gamma \in \Gamma$ and $x \in X$ ．To see that $\lambda(f) \circ \psi=f\left(\mu-\mathrm{a}_{0} \mathrm{~s}_{\mathrm{s}}\right)$ we set，as before，

$$
\begin{aligned}
& f_{n}=\sum_{i=1}^{\infty} C_{i}^{n} \gamma_{i}^{n} \text { with } f={ }_{n \rightarrow \infty}^{1 i m} f_{n} . \text { Then we have } \\
& \lambda\left(f_{n}\right) \circ \psi(x)=\sum_{i=1}^{\infty} c_{i}^{n}\left(\cdot, \gamma_{i}^{n}\right) \circ \psi(x)
\end{aligned}
$$

$$
=\sum_{i=1}^{\infty} C_{i}^{n}\left(\lambda(x), \gamma_{i}^{n}\right)=\sum_{i=1}^{\infty} C_{i}^{n} \gamma_{i}^{n}(x) .
$$

So $\lambda\left(f_{n}\right) \circ \psi(x)$ and $f_{n}$ lie in the same $L_{2}(\mu)$ equivalence class，so that $\lambda\left(f_{n}\right) \circ \psi=f_{n}\left(\mu-a_{0} s_{0}\right)$ ．Since $f$ is the $L_{2}(\mu)$ limit of the $f_{n}$ we see that likewise $\lambda(f) \circ \psi=f(\mu-\mathrm{a}$ ．s．）．

Before considering the extension theorem，we make one additional remark．Suppose $f=\chi_{A}$ ，the character－ istic function of the $A$－measurable set $A$ ．Then，since $\lambda(f) \circ \psi=f$ we see that $\lambda\left(\chi_{A}\right)$ is $\mathrm{a}_{0} \mathrm{~s}[\mu]$ the characteris－ tic function of some set $R \in B$ ，provided $\mu$ is complete． Hence $\psi^{-1}(R)$ is a measurable subset of $X$ and $\mu\left(A \Delta \psi^{-1}(R)\right)=0$ since

$$
\chi_{A}=\chi_{\psi^{-1}}{ }_{(B)}{ }^{\circ}
$$

Now let $T$ be a directed set indexing an increasing， consistent family of PNOV measure spaces $\left\{\left(X, A_{t}, \mu_{t}\right)\right\}$ ， $t \in T$ ．Then there is a corresponding family of models $\left\{\left(\Gamma_{t}, \phi_{t}\right)\right\}, t \in T$ ，where $\Gamma_{t}=\Gamma^{\mu_{t}}$ and $\phi_{t}(\gamma)=\int_{\gamma} d \mu_{t}$ for all $\gamma \in \Gamma_{t}$ ．Further，the family $\left\{\left(\Gamma_{t}, \phi_{t}\right)\right\}$ is increasing： $\Gamma_{s} \subseteq \Gamma_{t}$ if $s \leqslant t$ ，since $A_{s} \subseteq A_{t}$ for the same pair（ $s, 0$ ）．In addition the family is consistent in the sense that $\phi_{s}(\gamma)$ $=\phi_{t}(\gamma)$ if $s \leqslant t$ and $\gamma \in \Gamma_{s}$ ．Thus the set $\Gamma=U_{t \in T} \Gamma_{t}$ is a group and the function $\phi: \Gamma \rightarrow L(H)$ ，defined by $\phi(\gamma)$ $=\phi_{t}(\gamma)$ for $\gamma \in \Gamma_{t}$ ，is a PNOV function，since each $\phi_{t}$ is a PNOV function．Furthermore，by Theorem 2，the alge－ braic measure system（ $\Gamma, \phi$ ）is an algebraic model for the PNOV－measure space（ $G, B, \nu$ ），where，as before， $G$ is the dual of $\Gamma$ and $\phi$ is the Fourier－Stieltjes trans－ form of $\nu$ 。

Now，each of the algebraic measure systems（ $\Gamma_{t}, \phi_{t}$ ） also yields a dual group $G_{t}$ with Borel $\sigma$－algebra $B\left(G_{t}\right)$ （where $\Gamma_{t}$ was given the discrete topology）and a PNOV measure $\nu_{t}$ ，whose Fourier－Stieltjes transform is $\phi_{t}$ ， so that（ $X, A_{t}, \mu_{t}$ ）and（ $G_{t}, B\left(G_{t}\right), \nu_{t}$ ）are conjugate as in Lemma 4 by means of the mapping $\psi=\psi_{t}$ ．

Furthermore，since $\Gamma_{s} \subseteq \Gamma_{t}$ for $s \leqslant t$ we have that $G_{t}$ is topologically isomorphic to a quotient group of $G_{s}$ ． Likewise，$G$ is topologically isomorphic to a quotient of each $G_{t}$ ．Denoting by $\epsilon_{t}$ the canonical mapping of $G_{t}$ onto $G$ we can define，for each $t$ ，a $\sigma$－algebra of $G$

$$
B_{t}=\left\{\epsilon_{t}(E) \mid E \in B\left(G_{t}\right)\right\} .
$$

The family of $\sigma$－algebras $B_{t}$ of $G$ is directed in the sense that $B_{s} \subseteq B_{t}$ for $s \leqslant t$ ．Furthermore，for each $t$ we can define a probability measure $\nu_{t}$ over $B_{t}$ by choosing $\nu_{t}$ to be that unique measure having $\phi_{t}$ as its Fourier－Stieltjes transform．The family of measures $\nu_{t}$ will，like $\mu_{t}$ ，be consistent．

We summarize the above remarks in Theorem 3， which is a direct generalization of the development in Ref． 4.

Theorem 3：Let $\left(X, A_{t}, \mu_{t}\right), t \in T$ ，be an increasing family of PNOV－measure spaces indexed by a directed set $T_{\text {．}}$ Assume the family of PNOV measures $\left\{\mu_{i}\right\}$ is consistent．Then there exists an increasing sequence of PNOV－measure spaces $\left\{\left(G, B_{t}, \nu_{t}\right)\right\}$ over a group $G$ for which
（i）the family $\left\{\left(G, B_{t}, \nu_{t}\right)\right\}$ has an extension， and
（ii）if for each $t \in T \mu_{t}$ is complete then there exists a
mapping $\psi_{t}: X \rightarrow G$ which is $B_{t}$-measurable, and for each $A \in A_{t}$ there is a $B \in B_{t}$ for which $\mu_{t}\left(A \Delta \psi_{t}^{-1}(B)\right)=0$ 。
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Representations of a para-Bose algebra are given entirely in terms of the operators of a single Bose field. Incidentally some types of boson representations of a nonsemisimple graded Lie algebra of the threedimensional Lorentz group are obtained.

## 1. INTRODUCTION

In a recent contribution ${ }^{1}$ we have produced the representations of para-Fermi operators of any order of the statistics using only the operators of a single Fermi field. Representations of para-Fermi fields has been obtained earlier by Ramakrishnan and coworkers ${ }^{2}$ employing the elements of Clifford algebra and by Kalnay and others ${ }^{3}$ utilizing the boson operators and suitably restricted subspaces of the boson vector space. It is the aim of this paper to obtain the representations of para-Bose operators of any order of the statistics using only the operators of a single Bose field.

Green ${ }^{4}$ was the first to give an ansatz for representing the para-Fermi and para-Bose algebras by forming linear combinations of several different commuting Fermi fields and anticommuting Bose fields respectively. Using Green's ansatz here we obtain the representations of a para-Bose algebra by forming the required different types of anticommuting Bose fields using certain combinations of suitable number of operators of the same basic Bose field.

In Sec. 2 we show how one could get two sets of anticommuting Bose operators having $n$ operators each and hence construct para-Bose operators of second order of the statistics. In Sec. 3 we generalize this approach and demonstrate how one could manufacture any required number of para-Bose operators of any order of the statistics starting from a single basic Bose field. In Sec. 4 the results of Secs. 2 and 3 are shown to provide some types of boson representations of a nonsemisimple graded Lie algebra of the three-dimensional Lorentz group.

## 2. PARA-BOSE OPERATORS OF ORDER 2

Let us take $2 n+1$ operators $\left\{b_{j} \mid j=1,2, \ldots, 2 n+1\right\}$ and their Hermitian conjugates of a single Bose field obeying the well known commutation relations

$$
\begin{align*}
& {\left[b_{j}, b_{k}\right]=\left\lfloor b_{j}^{\dagger}, b_{k}^{+}\right]=0} \\
& {\left[b_{j}, b_{k}^{\dagger}\right]=\delta_{j k}} \\
& j, k=1,2, \ldots \ldots, 2 n+1 \tag{1}
\end{align*}
$$

Let us now construct the unitary operators $U_{1}$ and $V_{1}$ as

$$
\begin{align*}
& U_{1}=\exp \left[i\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{1}^{+}+b_{1}\right)\right] \\
& V_{1}=\exp \left[\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{1}^{+}-b_{1}\right)\right] \tag{2}
\end{align*}
$$

It is easily seen that $U_{1}$ and $V_{1}$ satisfy the relations
$\left\{U_{1}, V_{1}\right\}=\left\{U_{1}, V_{1}^{\dagger+}\right\}=\left\{U_{1}^{\dagger}, V_{1}\right\}=\left\{U_{1}^{\dagger}, V_{1}^{+}\right\}=0$.
Then the set of operators $\left\{b_{j}^{(\alpha)} \mid j=1,2, \ldots, n ; \alpha=1,2\right\}$ defined by

$$
\begin{array}{ll}
b_{j}^{(1)}=U_{1} b_{j+1}, & b_{j}^{()^{\dagger}}=U_{1}^{\dagger} b_{j+1}^{\dagger} \\
b_{j}^{(2)}=V_{1} b_{n+j+1}, & b_{j}^{(2)^{\dagger}}=V_{1}^{\dagger} b_{n+j+1}^{\dagger}  \tag{4}\\
j=1,2, \ldots, n,
\end{array}
$$

form two anticommuting sets of boson operators such that

$$
\begin{align*}
& {\left[b_{j}^{(\alpha)}, b_{k}^{(\alpha)}\right]=\left\{b_{j}^{(\alpha)^{\dagger}}, b_{k}^{(\alpha)^{\dagger}}\right]=0,} \\
& {\left[b_{j}^{(\alpha)}, b_{k}^{(\alpha)^{\dagger}}\right]=\delta_{j k},}  \tag{5}\\
& \begin{aligned}
\left\{b_{j}^{(1)}, b_{k}^{(2)}\right\} & =\left\{b_{j}^{(1)}, b_{k}^{(2)^{\dagger}}\right\} \\
& =\left\{b_{j}^{()^{\dagger}}, b_{k}^{(2)}\right\}=\left\{b_{j}^{(1)^{\dagger}}, b_{k}^{(2)^{\dagger}}\right\}=0,
\end{aligned} \\
& j, k=1,2, \ldots, n ; \alpha=1,2 .
\end{align*}
$$

Let us now follow Green's ansatz ${ }^{4}$ to arrive at the desired operators of the para-Bose algebra of second order statistics. Thus defining

$$
\begin{aligned}
\beta_{j}^{(2)}= & b_{j}^{(1)}+b_{j}^{(2)}=\exp \left[i\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{1}^{\dagger}+b_{1}\right)\right] b_{j+1} \\
& +\exp \left[\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{1}^{\dagger}-b_{1}\right)\right] b_{n+j+1}, \\
\beta_{j}^{(2) \dagger}= & b_{j}^{(1)^{\dagger}}+b_{j}^{(2)^{\dagger}}=\exp \left[-i\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{1}^{\dagger}+b_{1}\right)\right] b_{j+1}^{\dagger} \\
& +\exp \left[\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{1}-b_{1}^{\dagger}\right)\right] b_{n+j+1}^{\dagger},
\end{aligned}
$$

$$
j=1,2, \ldots, n
$$

it is easily seen that these satisfy the general para-Bose commutation relations

$$
\begin{align*}
& {\left[\beta_{j},\left\{\beta_{k}^{\dagger}, \beta_{t}\right\}\right]=2 \delta_{j k} \beta_{l},} \\
& {\left[\beta_{j},\left\{\beta_{k}, \beta_{l}\right\}\right]=0,}  \tag{7}\\
& j, k, l=1,2, \ldots, n .
\end{align*}
$$

Green ${ }^{4}$ had sugge sted that such para-Bose operators $\{\beta\}$ can be expressed as suitable direct products of boson operators and Pauli spin matrices. It is emphasized that here we are constructing the para-Bose operators using only the elements of a single Bose field
without any recourse to other types of entities like the Pauli matrices．Also we do not have any restriction on the boson vector space on which the above operators $\{\beta\}$ act，unlike the situation noticed in the works of Kalnay and others．${ }^{3}$

## 3．PARA－BOSE OPERATORS OF ANY ORDER

Now we shall generalize the above procedure to con－ struct a set of $n$ para－Bose operators of order $p$ ．

In the last section we constructed two anticommuting operators $U_{1}$ and $V_{1}$ from $b_{1}$ and $b_{1}^{\dagger}$ ．As it is well known a third unitary operator anticommuting with both $U_{1}$ and $V_{1}$ can be found as $U_{1} V_{1}$ 。

If we now consider operators $\left\{b_{j}, b_{j}^{\dagger} \mid j=1,2, \ldots, m\right\}$ we can define the operators analogous to those of Eq． （2）given by

$$
\begin{align*}
& U_{j}=\exp \left[i\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{j}^{\dagger}+b_{j}\right)\right] \\
& V_{j}=\exp \left[\left(\frac{\pi}{2}\right)^{1 / 2}\left(b_{j}^{\dagger}-b_{j}\right)\right]  \tag{8}\\
& j=1,2, \ldots, n
\end{align*}
$$

such that

$$
\begin{align*}
& \left\{U_{j}, V_{j}\right\}=\left\{U_{j}, V_{j}^{+}\right\}=\left\{U_{j}^{\dagger}, V_{j}\right\}=\left\{U_{j}^{\dagger}, V_{j}^{\dagger}\right\}=0 \\
& {\left[U_{j}, U_{k}\right]=\left[U_{j}, U_{k}^{\dagger}\right]=\left[U_{j}, V_{k}\right]}  \tag{9}\\
& \\
& =\left[U_{j}, V_{k}^{\dagger}\right]=\left[V_{j}, V_{k}\right]=\left[V_{j}, V_{k}^{\dagger}\right]=0, \quad j \neq k_{\circ} \\
& j, k=1,2, \ldots, m
\end{align*}
$$

From these operators of Eq．（8）we can construct the following mutually anticommuting unitary operators：

$$
\begin{align*}
& A_{1}=U_{1}, \quad A_{2}=V_{1} \\
& A_{2 r_{-1}}=\prod_{l=1}^{r-1}\left(U_{l} V_{l}\right) U_{r}  \tag{10}\\
& A_{2 r}=\prod_{l=1}^{r_{-1}}\left(U_{l} V_{l}\right) V_{r} \\
& r=2,3, \ldots, m
\end{align*}
$$

and

$$
\begin{equation*}
A_{2 m+1}=\prod_{l=1}^{m}\left(U_{l} V_{l}\right) \tag{11}
\end{equation*}
$$

These and their Hermitian conjugates obey the relations

$$
\left.\begin{array}{l}
\left\{A_{\alpha}, A_{\mu}\right\} \\
=\left\{A_{\alpha}, A_{\mu}^{+}\right\}  \tag{12}\\
\\
=\left\{A_{\alpha}^{\dagger}, A_{\mu}\right\}=\left\{A_{\alpha}^{\dagger}, A_{\mu}^{+}\right\}=0, \quad \alpha \neq \mu
\end{array}\right\}
$$

To construct a set of $n$ para－Bose operators of order $p=2 m$ or $2 m+1$ we have to take the set of operators

$$
\begin{equation*}
\{b\}_{n}^{D}=\left\{b_{j} \mid j=1,2, \ldots,\lfloor p / 2]+p n\right\} \tag{13}
\end{equation*}
$$

of the basic single Bose field，where $[p / 2]$ denotes $m$ ， the integer part of $p / 2$ ．Any $m$ operators of the set $\{b\}_{n}^{p}$ may be used to construct the required $p$ mutually anticommuting operators $\{A\}$ of Eqs．（10）and（11）． Choosing the first $m$ operators $\left\{b_{j} \mid j=1,2, \ldots, m\right\}$ for this purpose as in Eqs．（10）and（11）let us further define

$$
\begin{align*}
& b j_{j}^{(\alpha)}=A_{\alpha} b_{m+(\alpha-1) n+j} \\
& b_{j}^{(\alpha)^{\dagger}}=A_{\alpha}^{\dagger} b_{m+(\alpha-1) n+j}^{\dagger} \tag{14}
\end{align*}
$$

$$
j=1,2, \ldots, n ; \alpha=1,2, \ldots, p
$$

As it can be seen easily these $\left\{\left(b_{j}^{(\alpha)} \mid j=1,2, \ldots n\right)\right.$ $\{\alpha=1,2, \ldots, p\}$ constitute a set of $p$ anticommuting sets of boson operators obeying

$$
\begin{align*}
& {\left[b_{j}^{(\alpha)}, b_{k}^{(\alpha)}\right]=\left[b_{j}^{(\alpha) \dagger}, b_{k}^{\left.(\alpha)^{\dagger}\right]}=0\right.} \\
& \begin{aligned}
{\left[b_{j}^{(\alpha)}, b_{k}^{(\alpha) \dagger}\right] } & =\delta_{j k},
\end{aligned} \\
& \begin{aligned}
\left\{b_{j}^{(\alpha)}, b_{k}^{(\mu)}\right\} & =\left\{b_{j}^{(\alpha)}, b_{k}^{(\mu) \dagger}\right\} \\
& =\left\{b_{j}^{(\alpha) \dagger}, b_{k}^{(\mu)}\right\}=\left\{b_{j}^{(\alpha)^{\dagger}}, b_{k}^{\left.(\mu)^{\dagger}\right\}}\right\}=0, \quad \alpha \neq \mu,
\end{aligned} \\
& j, k=1,2, \ldots, n ; \alpha, \mu=1,2, \ldots, p,
\end{align*}
$$

analogous to Eq．（5）．Hence by Green＇s ansatz we can easily find the para－Bose operators of order $p$ as

$$
\begin{align*}
& \beta_{j}^{(p)}=\sum_{\alpha=1}^{p} b_{j}^{(\alpha)}, \\
& \beta_{j}^{(p) \dagger}=\sum_{\alpha=1}^{p} b_{j}^{(\alpha)^{\dagger}}  \tag{16}\\
& j=1,2, \ldots, n .
\end{align*}
$$

Then using Eqs。（8），（10），（11），and（14）the explicit expressions for the para－Bose operators of order $2 m$ or $2 m+1$ are found to be

$$
\begin{align*}
\beta_{j}^{(2 m)}= & \sum_{r=1}^{m} i^{r-1}\left[\prod_{l=1}^{r-1} \exp \left(z b_{l}^{+}-z^{*} b_{l}\right)\right] \\
& \times\left\{\exp \left[i(\pi / 2)^{1 / 2}\left(b_{r}^{\dagger}+b_{r}\right)\right] b_{m+(2 r-2) n+j}\right. \\
& \left.+\exp \left[(\pi / 2)^{1 / 2}\left(b_{r}^{+}-b_{r}\right)\right] b_{m+(2 r-1) n+j}\right\} \tag{17}
\end{align*}
$$

and

$$
\begin{align*}
& \beta_{j}^{\left(2 m^{m+1}\right)}= \sum_{r=1}^{m} i^{r-1}\left[\prod_{l=1}^{r-1} \exp \left(z b_{l}^{\dagger}-z^{*} b_{l}\right)\right] \\
& \times\left\{\exp \left[i(\pi / 2)^{1 / 2}\left(b_{r}^{\dagger}+b_{r}\right)\right] b_{m_{+(2 r-2) n+j}}\right. \\
&\left.+\exp \left[(\pi / 2)^{1 / 2}\left(b_{r}^{\dagger}-b_{r}\right)\right] b_{m_{+(2 r-1) n+j}}\right\} \\
&+i^{m}\left[\prod_{l=1}^{m} \exp \left(z b_{l}^{\dagger}-z^{*} b_{l}\right)\right] b_{m_{+2 m n+j}}  \tag{18}\\
& j=1,2, \ldots, n
\end{align*}
$$

where $z=(\pi / 2)^{1 / 2}(1+i)$ 。 These operators $\left\{\beta_{j}^{(p)} \mid j\right.$ $=1,2, \ldots, n\}$ are easily seen to obey the para－Bose commutation relations（7）．Thus we have obtained a set of $n$ para－Bose operators of $p$ th order statistics using only the operators of a single Bose field．

## 4．REPRESENTATIONS OF A GSO $(2,1)$

It is known ${ }^{5}$ that the generators $\left\{Q_{1}, Q_{2}, Q_{3}\right\}$ of the three－dimensional Lorentz group $[\mathrm{SO}(2,1)]$ obeying the Lie algebra relations
$\left[Q_{1}, Q_{2}\right]=-i Q_{3}, \quad\left[Q_{2}, Q_{3}\right]=i Q_{1}, \quad\left[Q_{3}, Q_{1}\right]=i Q_{2}$,
Can be represented in terms of any pair of conjugate para－Bose operators $\left(\beta, \beta^{\dagger}\right)$ of any order．Following Ref． 5 we have then

$$
\begin{align*}
Q_{1} & =\frac{i}{4}\left(\beta^{\dagger} \beta^{\dagger}-\beta \beta\right) \\
Q_{2} & =\frac{1}{4}\left(\beta^{\dagger} \beta^{\dagger}+\beta \beta\right)  \tag{20}\\
Q_{3} & =\frac{1}{4}\left(\beta^{\dagger} \beta+\beta \beta^{\dagger}\right)
\end{align*}
$$

Now it is evident that each of the representations of $\{\beta\}$ obtained above provides a representation of $\mathrm{SO}(2,1)$ Lie algebra.

A graded Lie algebra involving both commutators and anticommutators has the general form given by

$$
\begin{align*}
& {\left[Q_{m}, Q_{n}\right]=\sum_{l} f_{m n}^{l} Q_{l},} \\
& {\left[Q_{m}, W_{\lambda}\right]=\sum_{\mu} F_{m \lambda}^{u} W_{\mu},}  \tag{21}\\
& \left\{W_{\lambda}, W_{\mu}\right\}=\sum_{m} S_{\lambda \mu}^{m} Q_{m}, \\
& m, n=1,2, \ldots, D ; \lambda, \mu=D+1, D+2, \ldots, D+d_{0}
\end{align*}
$$

Let us now observe that the set $\left\{Q_{1}, Q_{2}, Q_{3}, W_{4}=\beta^{\dagger}\right.$, $\left.W_{5}=\beta\right\}$ generates such a graded Lie algebra of $\operatorname{SO}(2,1)$ $[\operatorname{GSO}(2,1)]$ with the structure constants $\left\{f_{m n}^{l}, F_{m \lambda}^{\mu}, S_{\lambda \mu}^{m}\right\}$ given as follows. The only nonvanishing elements of $\left\{f_{m n}^{l} \mid l, m, n=1,2,3\right\}$ are

$$
\begin{align*}
& f_{23}^{1}=-f_{32}^{1}=i, \\
& f_{31}^{2}=-f_{13}^{2}=i,  \tag{22}\\
& f_{12}^{3}=-f_{21}^{3}=-i,
\end{align*}
$$

The constants $\left\{\left(F_{m \lambda}^{\mu} \mid \mu, \lambda=4,5\right) \mid m=1,2,3\right\}$ represented for each $n$ as a $2 \times 2$ matrix are given by

$$
F_{1}=\left(\begin{array}{cc}
0 & -i / 2  \tag{23}\\
-i / 2 & 0
\end{array}\right), \quad F_{2}=\left(\begin{array}{cc}
0 & i / 2 \\
i / 2 & 0
\end{array}\right), \quad F_{3}=\left(\begin{array}{cc}
-1 / 2 & 0 \\
0 & 1 / 2
\end{array}\right) .
$$

Similarly the constants $\left\{\left(S_{\lambda \mu}^{m} \mid \lambda, \mu=4,5\right) \mid m=1,2,3\right\}$ can be represented by the matrices

$$
S^{1}=\left(\begin{array}{cc}
-4 i & 0  \tag{24}\\
0 & 4 i
\end{array}\right), \quad S^{2}=\left(\begin{array}{ll}
4 & 0 \\
0 & 4
\end{array}\right), S^{3}=\left(\begin{array}{ll}
0 & 4 \\
4 & 0
\end{array}\right) .
$$

Following Ref. 6 one can introduce a metric tensor $\left\{g_{k l} \mid k, l=1,2, \ldots, D+d\right\}$ of the graded Lie algebra along with metric tensor $\left\{h_{m n} \mid m, n=1,2, \ldots, D\right\}$ of the underlying Lie algebra in the following manner:

$$
\begin{align*}
& h_{m n}=\sum_{a} \sum_{l} f_{m q}^{l} f_{n l}^{q}=h_{n m}, \\
& g_{m n}=h_{m n}-\sum_{\lambda} \sum_{\mu} F_{m \lambda}^{\mu} F_{n \mu}^{\lambda}=g_{n m},  \tag{25}\\
& g_{\mu \lambda}=\sum_{\sigma} \sum_{m}\left(F_{m \mu}^{\sigma} S_{\lambda \sigma}^{m}-F_{m \lambda}^{\sigma} S_{\mu \sigma}^{m}\right)=-g_{\lambda \mu}, \\
& g_{m \mu}=g_{\mu m}=0, \\
& m, n=1,2, \ldots, D ; \lambda, \mu=D+1, \ldots, D+d .
\end{align*}
$$

Since in our present case of $\operatorname{GSO}(2,1)$ defined by Eqs. (21) $-(24), D=3$ and $d=2, g$ is a $5 \times 5$ matrix and $h$ is a
$3 \times 3$ matrix. A graded Lie algebra has been called semisimple ${ }^{6}$ if

$$
\begin{equation*}
\operatorname{det}\|h\| \neq 0, \quad \operatorname{det}\|g\| \neq 0 . \tag{26}
\end{equation*}
$$

Then according to what is called the $C$-theorem in Ref. 6 for each semisimple graded Lie algebra obeying (26) there exists necessarily an antisymmetric $C$ such that

$$
\begin{align*}
& S^{m}=C F_{m}, \\
& m=1,2, \ldots, D . \tag{27}
\end{align*}
$$

From Eqs. (23) and (24) it is easily seen that there does not exist any such matrix $C$ in the present case of the given $\operatorname{GSO}(2,1)$. Hence the above $\operatorname{GSO}(2,1)$ is nonsemisimple. One can also see this directly by computing the determinants $\|g\|$ and $\|h\|$ using Eqs. (22)-(25) and noting that $\operatorname{det}\|g\|=0$ contrary to the required condition (26). Thus in view of the representations of $\{\beta\}$ considered in previous sections we find that we have here examples of some types of boson representations of a nonsemisimple $\operatorname{GSO}(2,1)$.

In conclusion it can be recalled that when the order of the statistics of the para-Bose system reaches infinity we arrive at a Fermi system. ${ }^{7,8}$ Hence it would be interesting to speculate on the fact that one could arrive at a Fermi field by utilizing a single Bose field to create para-Bose fields as above and allowing the order of the statistics tend to infinity. A recent review of other so-called boson representations of fermions is found in Ref. 9 ,
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# Computation of a class of $\mathbf{3 j}$-coefficients 

Martin L. Sage<br>Chemistry Department, Syracuse University, Syracuse, New York 13210<br>Kameshwar C. Wali<br>Physics Department, Syracuse University, Syracuse, New York 13210<br>(Received 15 May 1978)

We give an analytical procedure to calculate $3 j$-coefficients $\left(\begin{array}{cc}l \\ m & l \\ -m & { }_{0}^{2}\end{array}\right)$ for arbitrary integer $l$.

## I. INTRODUCTION

The purpose of this note is to give a procedure to evaluate the $3-j$ coefficients $\left(\begin{array}{ll}l \\ m & -m \\ l^{i} & { }^{2 j}\end{array}\right)$ for arbitrary integer $l . j$ is also an integer such that ( $l, l, 2 j$ ) satisfy the standard triangular equality. The tables ${ }^{1}$ for $3-j$ coefficients give values only up to $l=8, j=4$. Although the standard recursion formula can be used to evaluate the above mentioned $3-j$ symbol in a specific case, the technique for evaluation we shall present is often more convenient in both analytical work as well as for practical computations.

In the next section we discuss the basis of the general method. In Sec. III, we give the necessary formulas. Finally, in the Appendix, we discuss the results for $l=4$, which is sufficiently nontrivial to illustrate the power of the method.

## II. THE GENERAL METHOD

We begin by considering the product $X_{i, j}(m)$ given by

$$
X_{l, j}(m)=\left(\begin{array}{ccc}
l & l & 2 j  \tag{2.1}\\
m & -m & 0
\end{array}\right)\left(\begin{array}{lll}
l & l & 2 j \\
0 & 0 & 0
\end{array}\right),
$$

where the $3-j$ coefficient $\left(\begin{array}{ccc}1 & 1 & 2 j \\ 0 & 2 j \\ 0\end{array}\right)$ can be evaluated by elementary methods, ${ }^{2}$

$$
\left(\begin{array}{ccc}
l & l & 2 j  \tag{2.2}\\
0 & 0 & 0
\end{array}\right)=(-1)^{l+j}\left(\frac{(2 l-2 j)!}{(2 l+2 j+1)!}\right)^{1 / 2} \frac{2 j!}{(j!)^{2}} \frac{(l+j)!}{(l-j)!} .
$$

Using the relationship between the spherical harmonics and $3-j$ coefficients, we find

$$
\begin{equation*}
X_{l, j}(m)=\frac{(-1)^{m}}{(2 l+1)} \int d \Omega Y_{l m}^{*}(\theta, \phi) P_{2 j}(\cos \theta) Y_{\iota m}(\theta, \phi) \tag{2.3}
\end{equation*}
$$

Now, we define

$$
\begin{align*}
X_{i, j}(m, \alpha)= & \frac{(-1)^{m}}{(2 l+1)} \int d \Omega Y_{l m}^{*}(\theta, \phi) P_{2 j}(\cos \theta) \\
& \times Y_{l m}(\theta, \phi-\alpha)  \tag{2.4}\\
X_{i, j}(m, \alpha)= & \exp (-m \alpha) X_{i, j}(m) \tag{2.5}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \alpha}\left[X_{i, j}(m, \alpha)\right]=-i m X_{i, j}(m, \alpha) . \tag{2.6}
\end{equation*}
$$

From the addition theorem for the spherical harmonics ${ }^{2}$

$$
\frac{4 \pi}{(2 l+1)} \sum_{m} Y_{l_{m}}^{*}(\theta, \phi) Y_{l m}(\theta, \phi-\alpha)=P_{l}(\cos \omega)
$$

where

$$
\begin{equation*}
\cos \omega=\cos ^{2} \theta+\sin ^{2} \theta \cos \alpha \tag{2.7}
\end{equation*}
$$

We then have

$$
\begin{align*}
\sum_{m=-i}^{i}(-1)^{m} X_{i, j}(m, \alpha) & =\frac{1}{4 \pi} \int d \Omega P_{i}(\cos \omega) P_{2 j}(\cos \theta) \\
& \equiv I_{i j}(\alpha) \tag{2.8}
\end{align*}
$$

By differentiating the equation (2.8) with respect to $\alpha 0,2,4, \ldots, 2(l-1)$ times and then setting $\alpha=0$, we obtain $l$ linearly independent equations for $X_{i, j}(m)$. The corresponding equations involving the odd derivatives vanish since $X_{i, j}(-m)=X_{i, j}(m)$. We can also easily verify that equations involving derivatives of higher order than $2(l-1)$ do not yield new equations.

The linearly independent equations can be written in the compact matrix form

$$
\begin{equation*}
\Delta X=\frac{1}{2} V, \tag{2.9}
\end{equation*}
$$

where $X$ and $V$ are $l \times 1$ column matrices whose $n$th elements are given by

$$
\begin{align*}
& X_{n}=(-1)^{n+1} X_{l, j}(n),  \tag{2.10}\\
& V_{n}=\delta_{n 1} X_{i, j}(0)+(-1)^{n}\left(\frac{\partial^{2(n-1)}}{\partial \alpha^{2(n-1)}} I_{i, j}(\alpha)\right)_{\alpha=0} \tag{2.11}
\end{align*}
$$

and $\Delta$ is a $l \times l$ matrix with

$$
\begin{equation*}
\Delta_{k n}=(n)^{2(k-1)}, \quad k, n=1,2, \ldots, l . \tag{2.12}
\end{equation*}
$$

The solutions for the required $3-j$ coefficients are contained in the equations

$$
\begin{equation*}
X=\frac{1}{2} \Delta^{-1} V . \tag{2.13}
\end{equation*}
$$

## III. INVERSION OF $\Delta$ AND THE EVALUATION OF $V$

The matrix $\Delta$ is a special case of the Vandermode matrix $A$ defined by

$$
\begin{equation*}
A_{k n}=x_{n}^{k-1}, \tag{3.1}
\end{equation*}
$$

where $x_{i}$ are arbitrary.
If we identify

$$
\begin{equation*}
x_{n}=n^{2}, \quad n=1, \ldots, l \tag{3.2}
\end{equation*}
$$

we have

$$
\begin{equation*}
A=\Delta . \tag{3,3}
\end{equation*}
$$

Since $\operatorname{det} A$ is a homogeneous, antisymmetric polynomial of order $l(l-1) / 2$ in the $x_{i}$ 's, we can easily verify that

$$
\begin{equation*}
\operatorname{det} A=\prod_{\substack{k, n \\ k>n}}\left(x_{k}-x_{n}\right) . \tag{3.4}
\end{equation*}
$$

The cofactor matrix $C_{n k}(A)$ of $A$ is given by

$$
\begin{align*}
C_{n k}(A)= & (-1)^{n+k} \prod_{\substack{i \geqslant 3, j, j \geq 1 \\
i, j \neq k}}^{\prod_{j}}\left(x_{i}-x_{j}\right) \\
& \times \sum_{\substack{\left.i \geqslant \nu_{1} \geqslant \nu_{2}, j\right\}, \geqslant v_{i-j} \geqslant 1  \tag{3.5}\\
i \neq(\nu)}} x_{\nu_{1}} x_{\nu_{2}} \cdots x_{\nu_{l-n}},
\end{align*}
$$

where the summation in (3.5) is a simple homogeneous polynomial of order ( $l-n$ ) in the $x$ 's that has no multiple factors and does not contain $x_{i}$. If we denote these polynomials by $S_{i-n, k}$,

$$
\begin{equation*}
S_{t-n, k}=\sum_{\substack{\langle\nu\} \\ t \geqslant \nu_{1} \geqslant \nu_{2} \cdots \geqslant \nu_{l-j} \geqslant 1 \\ k \notin\{\nu\}}} x_{\nu_{1}} x_{\nu_{2}} \cdots x_{\nu_{l-n}} \tag{3.6}
\end{equation*}
$$

the inverse of $A$ or $\Delta$ is given by

$$
\begin{align*}
\left(\Delta^{-1}\right)_{k n} & =\left(A^{-1}\right)_{k n} \\
& =(-1)^{k+n}\left[\prod_{\substack{i, j \\
i \geqslant i \geqslant k \geqslant j \geqslant 1}}\left(x_{i}-x_{k}\right)^{-1}\left(x_{k}-x_{j}\right)^{-1}\right] S_{l-n, k} \tag{3.7}
\end{align*}
$$

The polynomials $S_{l-n, k}$ can be obtained from the symmetric polynomials $S^{(m)}$

$$
\begin{equation*}
S^{(m)}=\sum_{i=1}^{1}\left(x_{i}^{m}\right) \tag{3.8}
\end{equation*}
$$

by noting that

$$
S_{l-n}=(l-n)^{-1} \sum_{i=1}^{l-n}(-1)^{i+1} S^{(i)} S_{l-n-i}
$$

where $S_{l-n}$ are homogeneous polynomials of order $l-n$ like the $S_{i-n, k}$ but containing $x_{k}$, and then

$$
\begin{equation*}
S_{l-n, k}=\sum_{i=0}^{i-n}(-1)^{i} x_{k}^{i} S_{l-n-i} \tag{3.9}
\end{equation*}
$$

Further for $x_{n}^{m}=\left(n^{2}\right)^{m}$, the symmetric polynomials $S^{(m)}$ are given by the Bernouilli numbers. The product term in (3.7) which depends on $k$ is given by
$\prod_{\substack{i, j \\ l \geq i>k \geqslant 1}}\left(x_{i}-x_{k}\right)^{-1}\left(x_{k}-x_{j}\right)^{-1}=\frac{2 k^{2}}{(l+k)!(l-k)!}$.
In order to evaluate $V$, we need to evaluate the derivatives

$$
\begin{align*}
&\left.\frac{\partial^{2 k}}{\partial \alpha^{2 k}} P_{l}(\cos \omega)\right|_{\alpha=0} . \text { Letting } z=\cos \omega \\
&\left.\frac{\partial^{2 m}}{\partial \alpha^{2 m}} P_{i}(z)\right|_{\alpha=0}= \sum_{(\mu)} \frac{(2 m)!}{\mu_{1}!\mu_{2}!\cdots \mu_{q}!} \frac{d^{s} P_{1}(z)}{d z^{s}} \\
& \times\left(\frac{1}{2!} \frac{\partial^{2} z}{\partial \alpha^{2}}\right)^{\mu_{1}}\left(\frac{1}{4!} \frac{\partial^{4} z}{\partial \alpha^{4}}\right)^{\mu_{2}} \cdots \\
& \times\left.\left(\frac{1}{(2 q)!} \frac{\partial^{2} q_{z}}{\partial \alpha^{2 q}}\right)^{\mu_{q}}\right|_{\alpha=0}, \tag{3.11}
\end{align*}
$$

where the summation $\{\mu\}$ extends over all nonnegative integers $\mu_{j}$ such that $\sum j \mu_{j}=m$ and $s=\sum \mu_{j} \leqslant l$. In (3.11) we have retained only the even derivatives of $z$ with respect to $\alpha$, since the odd derivatives vanish when $\alpha=0$. Substituting

$$
\begin{equation*}
\left.\frac{\partial^{2 r} z}{\partial \alpha^{2 r}}\right|_{\alpha=0}=(-1)^{r} \sin ^{2} \theta \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{d^{s} P_{l}(z)}{d z^{s}}\right|_{z=1}=\frac{(l+s)!}{2^{s}(l-s)!s!} \tag{3.13}
\end{equation*}
$$

in (3.11), we find

$$
\begin{align*}
\left.\frac{\partial^{2 m}}{\partial \alpha^{2 m}} P_{i}(z)\right|_{\alpha=0}= & \sum_{\{\mu\}} \frac{(-1)^{m}(2 m)!}{\mu_{1}!\mu_{2}!\cdots \mu_{Q}!} \frac{(l+s)!}{2^{s}(l-s)!s!} \sin ^{2 s} \theta \\
& \times[2!]^{-\mu_{1}}[4!]^{-\mu_{2}} \ldots[(2 q)!]^{-\mu_{q}} \tag{3.14}
\end{align*}
$$

When we use (3.13) to evaluate $\left\{\left[\partial^{2(n-1)} / \partial \alpha^{2(n-1)}\right] I_{l, j}(\alpha)\right\}_{\alpha=0}$ occurring in (2.11), we obtain terms involving

$$
\begin{equation*}
\int \sin ^{2 s} \theta P_{2 j}(\cos \theta) d \Omega \equiv 2 \pi J_{2 s, 2 j} \tag{3.15}
\end{equation*}
$$

The integrals $J_{2 s, 2 j}$ are nonvanishing only when $s \geqslant j$ and they can be evaluated as follows,

$$
\begin{equation*}
J_{2 s, 2 j}=\sum_{t=0}^{s} \frac{(-1)^{t} s!}{t!(s-t)!} I_{2 t, 2 j} \tag{3.16}
\end{equation*}
$$

where $I_{2 t, 2 j}$ are the well known integrals ${ }^{3}$

$$
\begin{equation*}
I_{2 t, 2 j}=\int_{-1}^{1} x^{2 t} p_{2 j}(z) d z=\frac{2^{2 j+1}(2 t)!(t+j)!}{(t-j)!(2 t+2 j+1)!} \tag{3.17}
\end{equation*}
$$

Thus, finally we obtain
$V_{n}=\delta_{n 1} X_{l, j}(0)-\frac{(2 n-2)!}{2} \sum_{\{\mu\}} \frac{[2!]^{-\mu_{1}}[4!]^{-\mu_{2}} \ldots[(2 q)!]^{-\mu_{q}}}{\mu_{1}!\mu_{2}!\cdots \mu_{q}!}$

$$
\begin{equation*}
\times \frac{(l+s)!}{2^{s}(l-s)!s!} J_{2 s, 2 j^{\circ}} \tag{3.18}
\end{equation*}
$$

From (3.17) and (3.18), it is straightforward to calculate $X$ and hence the required $3-j$ coefficients $\left(\begin{array}{ccc}l & l & 2 j \\ m & { }_{m}^{j}\end{array}\right)$.
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## APPENDIX

We consider the special case $l=4$ and compute all the $3-j$ coefficients. In this case $j=0,1,2,3,4$. From (3.7) and (3.18),

TABLE I. Values for $J_{2 s, 2 j}$.

|  | $j$ | 0 | 1 | 2 | 3 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $s$ | 0 | 0 | 0 | 4 |  |
| 0 | 2 | 0 | 0 | 0 | 0 |
| 1 | $\frac{4}{3}$ | $-\frac{4}{15}$ | $\frac{16}{315}$ | 0 | 0 |
| 2 | $\frac{16}{5}$ | $-\frac{32}{105}$ | $\frac{32}{385}$ | $-\frac{32}{3003}$ | 0 |
| 3 | $\frac{32}{35}$ | $-\frac{32}{105}$ |  | 0 |  |

TABLE II.

| $m^{j}$ | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $-\frac{1}{3}$ | $-\frac{17}{30} \sqrt{5 / 77}$ | $-\frac{3}{2} \sqrt{2 / 1001}$ | $\frac{1}{30} \sqrt{5 / 143}$ | $\frac{28}{15} \sqrt{10 / 2431}$ |
| 2 | $\frac{1}{3}$ | $\frac{4}{15} \sqrt{5 / 77}$ | $-\frac{11}{6} \sqrt{2 / 1001}$ | $-\frac{11}{15} \sqrt{5 / 143}$ | $\frac{14}{15} \sqrt{10 / 2431}$ |
| 3 | $-\frac{1}{3}$ | $\frac{7}{30} \sqrt{5 / 77}$ | $\frac{7}{2} \sqrt{2 / 1001}$ | $-\frac{17}{30} \sqrt{5 / 143}$ | $\frac{4}{15} \sqrt{10 / 2431}$ |
| 4 | $\frac{1}{3}$ | $-\frac{14}{15} \sqrt{5 / 77}$ | $\frac{7}{3} \sqrt{2 / 1001}$ | $-\frac{2}{15} \sqrt{5 / 143}$ | $\frac{1}{30} \sqrt{10 / 2431}$ |

$$
\Delta^{-1}=\left[\begin{array}{rrrr}
\frac{8}{5} & -\frac{61}{90} & \frac{29}{360} & -\frac{1}{360} \\
-\frac{4}{5} & \frac{1099}{180} & -\frac{13}{90} & \frac{1}{180} \\
\frac{8}{35} & -\frac{3}{10} & \frac{3}{40} & -\frac{1}{280} \\
-\frac{1}{35} & \frac{7}{180} & -\frac{1}{90} & \frac{1}{1260}
\end{array}\right],
$$

$$
V_{n}=\delta_{n 1} X_{4, j}(0)-\frac{1}{2}(2 n-2)!\sum_{(\mu)} \frac{[2!]^{-\mu_{1}}[4!]^{-\mu_{2}} \cdots[(2 q)!]^{-\mu_{q}}}{\mu_{1}!\mu_{2}!\cdots \mu_{q}!}
$$

$$
\begin{equation*}
\times \frac{(4+s)!}{2^{s}(4-s)!s!} j_{2 s, 2 j} \tag{A2}
\end{equation*}
$$

and hence

$$
V=\left[\begin{array}{l}
X_{4, j}-\frac{1}{2} J_{0,2 j} \\
-5 J_{2,2 j} \\
-\frac{135}{2} J_{4,2 j}-5 J_{2,2 j} \\
-\frac{1575}{2} J_{6,2 j}-\frac{6775}{2} J_{4,2 j}-5 J_{2,2 j}
\end{array}\right] .
$$

The required $J_{2 s, 2 j}$ are easily computed from (3,16), and (3.17). These are given in Table I.

Finally using

$$
\left[\begin{array}{ccc}
4 & 4 & 2 j \\
0 & 0 & 0
\end{array}\right]=\frac{1}{3} \quad \frac{2}{3} \sqrt{5 / 77} \quad \frac{3}{1} \sqrt{2 / 1001} \quad \frac{2}{3} \sqrt{5 / 143} \quad \frac{7}{3} \sqrt{10 / 2431}
$$

and the equations (2.9) and (2.10), we find the values for $\left(\begin{array}{ccc}4 & 4 & 2 j \\ m & -m & 0\end{array}\right)$ which are given in Table II.
${ }^{1}$ M. Rotenberg, R. Bivins, N. Metropolis, and John K. Wooten, Jr., The 3-j and 6-j Symbols (Technology, Cambridge, Massachusetts, 1959).
${ }^{2}$ See for instance, A. Edmonds, Angular Momentum in
Quantum Mechanics (Princeton U. P., Princeton, New Jersey).
${ }^{3}$ E. Whittaker and G. Watson, A Course in Modern Analysis (Macmillan, New York, 1945), Am. ed. Cambridge U. P., p. 310.

# Semiclassical perturbation expansion of the multichannel scattering matrix 

S. Bosanac ${ }^{\text {a }}$<br>The Hebrew University of Jerusalem, Physical Chemistry, Jerusalem, Israel<br>(Received 20 February 1978; revised manuscript received 11 May 1978)

A semiclassical perturbation method for the inelastic $S$ matrix is described. The channels are transformed into a set of the eigenstates and it is assumed that the transition between them is small. The perturbation is the matrix which diagonalizes the coupling matrix. It is shown that such a series is independent of $\hbar$; hence the limit $\hbar \rightarrow 0$ of the $S$ matrix can be calculated. A special case of the weak coupling is also discussed.

## INTRODUCTION

The semiclassical limit of the elastic $S$ matrix is obtained by expanding the solution of the Schrödinger equation in a power series of the Planck constant ${ }^{1,2}$ It was therefore natural to generalize the idea to more than two particles ${ }^{3}$ and to the set of multichannel equations. ${ }^{4-6}$ However, the method becomes combersome in such applications. For example, in the simplest case of only two coupled equations (two state approximation) Stückelberg ${ }^{4}$ obtained the semiclassical limit of the $S$ matrix after making several assumptions on the potential. With such assumptions the system of two coupled second order differential equations can be transformed into a single equation of the fourth order. The semiclassical $S$ matrix is then obtained from the asymptotic solution of this equation. However, the difficult part in such a procedure is tracing the asymptotic solution across the Stokes lines. It is obvious that if we have three or more channels, the analysis is even more difficult since it would involve, under the most favorable conditions on the potential, the equations of the sixth or higher orders.
To overcome the difficulty, different models were proposed all having one underlying idea in common: Instead of solving a set of the second order equations, a physical model of collision is developed which is described by the equations of the first order. For a two state problem, the system of equations can then be transformed into a single equation of the second order for which the theory of asymptotic solution is well developed. For example, Landau ${ }^{7}$ and Zener ${ }^{8}$ assumed that in the inelastic collision of atoms the motion of nucleus is classical while at each instant of time the electrons form an eigenstate of the time independent electronic Hamiltonian (adiabatic approximation). The trajectory of the nucleus is linear in the region of the largest transition probability (near the crossing point). From the time dependent nonrelativistic Schrödinger equation they obtained a set of the first order equations in the time variable, the solution of which gives the transition probabilities. Since then there has been different derivations of the basic equations, briefly summarized by Delos et al. ${ }^{9}$ Among them is also the

[^5]momentum space formulation of the inelastic collisions. ${ }^{10}$

We can make two criticisms of this approach:
(a) For a two channel problem the method gives the semiclassical limit of the $S$ matrix from the set of the first order equations. However, the sequence of approximations leading to the equations is largely based on the physical intuition. In other words, by making approximations it is difficult to estimate the contribution of the neglected parts and subsequently making this contribution smaller in a systematic manner. (For comparison we recall that in the ordinary WKB method the index of quality ${ }^{1}$ provides the estimate of accuracy of the approximation.) This is essential when a nontypical transition occurs, e.g., transition in the case of no crossing.
(b) Generalization to more than two channels is not straightforward. A typical example of a many channel problem is atom-rigid rotor or atom-diatom reactive collision.

In this paper we describe another approach for obtaining the semiclassical solution of the multichannel equations. Let us first look at the simplest way to solve the multichannel equations: the distorted wave expansion. The coupled set of differential equations is transformed into an integral equation which can be solved by iteration ${ }^{11}$ and the series is absolutely convergent, However, such a series is of little use in the semiclassical limit since, as it is shown in Sec. 1, it is essentially a power series in $\hbar^{-1}$ 。(It should be emphasized that the coefficients of such a series are also functions of $\hbar$ but they are finite in the limit $\hbar \rightarrow 0_{0}$ ) Since the distorted wave expansion is also a power series in the coupling constant, the rate of convergency is essentially determined by the relative magnitude of $\hbar$ and the off-diagonal elements of potential matrix, but in general, because of such form of expansion, the first few terms of the series are not accurate representation of the solution of multichannel equations.

The idea is now to diagonalize the coupling matrix and use the diagonalization matrix to transform the wavefunction into a new function, which we call the eigenchannel wavefunctions. Since the diagonalization matrix is a function of the coordinate, the eigenchannel wavefunction satisfies a differential equation which in-
volves explicitly the diagonalization matrix and its derivatives. As shown in Sec. 1, we can solve the new equations by iteration of the appropriate integral equation. These are two essential features of the new series: (a) We obtain a series in which the individual terms are finite in the limit $\hbar \rightarrow 0$; (b) the coefficients of the series are entirely determined by the diagonalization matrix. The last feature is important since it implies that the coupling matrix is no longer explicitly present in the solution of the multichannel equations but is represented through the matrix which diagonalized it. For this reason we prove in Sec. 3 that the diagonalization matrix is uniquely determined by the coupling matrix.

Since the coefficients of the series are independent of $\hbar$, we can obtain the $S$ matrix in the limit $\hbar \rightarrow 0$ (the semiclassical limit). In Sec. 2 we discuss this limit for the first iteration of the integral equation. An explicit form of the semiclassical $S$ matrix is obtained in which a new matrix $\eta$, defined in Sec. 1, plays the role of the coupling matrix. The matrix $\eta$ is related to the coupling matrix through the diagonalization matrix, as shown in Sec. 3, but very often it can be calculated by the perturbation method directly from the potential matrix. In Sec. 5 we show how this is done for the case of degeneracy in two channels with the other channels being well separated.

It is essential now to point out that in the derivation of the semiclassical $S$ matrix we did not make any $a$ priori assumption on the coupling matrix and the number of channels. We have only restricted the limit to the first Born approximation; therefore, we can systematically improve the result by calculating higher order Born terms knowing that all of them are finite in the limit $\hbar \rightarrow 0$.

By this method we calculate in Sec. 4 the $S$ matrix for a two channel case. Besides taking only the first Born approximation of the eigenchannel wavefunctions, we also make some approximations to the $\eta$ matrix which do not essentially alter the final result for the $S$ matrix. It is shown that the diagonal matrix elements of $\eta$ are exactly zero while the off diagonal are negligible except in a small vicinity of the crossing point. Because of such behavior of $\eta$, the integrals are not difficult to calculate. We find a general agreement with the usual LSZ formula; however, even on the level of the first Born approximation several new results are obtained: (a) Corrections due to the repulsion of the potential curves is taken into account; (b) reflection amplitude due to the change in slope near the crossing point is predicted (this only effects the elastic elements of the $S$ matrix); (c) change in the normalization factor of the LSZ inelastic amplitude, i.e., in the extreme semiclassical limit the factor 2 which appears in the LSZ formula for $S_{12}$ is replaced by $2 \pi / 3$.

The method described in this paper is essentially a perturbation method and is analogous to the distorted wave expansion. As such it has some drawbacks; it fails for large transition amplitudes, but it also fails in the case of weak coupling. This case is discussed in Sec. 6, and it is shown that the two methods are complementary. A special case of the "forbidden" transitions is
discussed, and it is shown that the transition amplitude can be calculated from the first order Born approximation.

Solving the system of multichannel equations by diagonalizing the coupling matrix has been previously used for the systems where the coupling matrix is constant, e.g., for the square well potentials, ${ }^{12}$ or where the diagonalization matrix is constant, e.g., spin- $\frac{1}{2}-$ spin- $\frac{1}{2}$ coupling. ${ }^{13}$ The method was also used, under the name of "the sudden approximation," as a model for describing the atom-rigid rotor collision. ${ }^{14}$ In this model, the spacing between the energy levels of the rigid rotor is neglected and the centrifugal term is assumed to be degenerate in all channels. The diagonalization matrix is constant in such a case. Therefore, developing a method which is based on a coordinate dependent diagonalization matrix can be regarded as a natural extension of the just described applications. However, the new result is that the perturbation series obtained by solving the set of equations for the eigenchannel wavefunction is semiclassical, i.e., the coefficients of the series are finite in the limit $\hbar \rightarrow 0$ 。

## 1. THE THEORY

A system of $n$ multichannel equations is in the matrix notation

$$
\begin{equation*}
\psi^{\prime \prime}=p \psi \tag{1.1}
\end{equation*}
$$

where

$$
\begin{equation*}
p=V+\frac{l(l+1)}{r^{2}}-k^{2} \tag{1.2}
\end{equation*}
$$

The channel energy matrix $k^{2}$ and the centrifugal matrix are diagonal while the potential $V$ is nondiagonal. In many cases the off-diagonal elements of $V$ are small compared to the diagonal ones, i.e.,

$$
\begin{equation*}
p_{i, j} \ll p_{m, m} \tag{1.3}
\end{equation*}
$$

therefore, we can use a perturbation method for solving the system (1.1). By defining the perturbation

$$
\begin{equation*}
p=p_{0}+\epsilon p_{1} \tag{1.4}
\end{equation*}
$$

where $p_{0}$ is diagonal, the solution of (1.1) can be obtained from the integral equation, ${ }^{11}$

$$
\begin{equation*}
\psi=\psi_{0}+\frac{\epsilon}{2 i} k^{-1} \int_{0}^{r} K\left(r, r^{\prime}\right) p_{1}\left(r^{\prime}\right) \psi\left(r^{\prime}\right) d r^{\prime} \tag{1.5}
\end{equation*}
$$

being a power series in $\epsilon$. From the series (1.5) we calculate the Jost functions, and their ratio gives the $S$ matrix. ${ }^{11}$ The Jost functions and the $S$ matrix are given as a power series in $\epsilon$.

There is an inherent weakness of the power expansion of the type (1.5). By putting $\hbar$ dependence of $p$ into $\epsilon$ we notice that ( 1.5 ) is a power series of the form

$$
\begin{equation*}
\psi=a_{0}+\hbar^{-1} a_{1}+\hbar^{-2} a_{2}+\cdots \tag{1.6}
\end{equation*}
$$

and in the semiclassical limit $\hbar \rightarrow 0$ the leading coefficients in (1.6) are very large; therefore, the series for $\psi$ (hence for the Jost functions and the $S$ matrix) is poorly convergent. Approximation of the $S$ matrix with only the first few terms from (1.6), therefore, has no meaning.

Another approach for solving (1.1) is proposed here. It is based on the perturbation expansion but with the coefficients independent of $\hbar$. To obtain such a series, we define a matrix $A$ which diagonalizes $P$

$$
\begin{equation*}
A^{-1}(r) p(r) A(r)=\lambda(r), \tag{1,7}
\end{equation*}
$$

where $\lambda$ is a diagonal matrix. Let us define

$$
\begin{equation*}
\varphi=A^{-1} \psi A \tag{1,8}
\end{equation*}
$$

and find the equation which $\varphi$ satisfies. By taking derivatives of $\varphi$ we obtain

$$
\begin{align*}
\varphi^{\prime \prime}= & \lambda \varphi+2\left[\varphi^{\prime}, A^{-1} A\right]+\left[\varphi, A^{-1} A^{\prime \prime}\right] \\
& +2\left[A^{-1} A^{\prime}, \varphi A^{-1} A^{\prime}\right] \equiv \lambda \varphi+\epsilon U \tag{1.9}
\end{align*}
$$

where

$$
\begin{equation*}
[X, Y]=X Y-Y X \tag{1,10}
\end{equation*}
$$

If we define a new matrix $\eta$ by

$$
\begin{equation*}
A^{\prime}=A \eta, \tag{1.11}
\end{equation*}
$$

the system (1.9) simplifies to
$\varphi^{\prime \prime}=\lambda \varphi+2\left[\varphi^{\prime}, \eta_{]}\right]+\left[\varphi, \eta^{2}\right]+\left[\varphi, \eta^{\prime}\right]+2[\eta, \varphi \eta] \equiv \lambda \varphi+\epsilon U$ 。

The matrix $A$ is independent of $\hbar$. We also notice that $\lambda \sim h^{-2}$ and $\varphi^{\prime} \sim \hbar^{-1}$; hence, $\epsilon U$, being of the order $\hbar^{-1}$, can be treated as a perturbation. In an analogy to (1.5) we obtain the integral equation for $\varphi$,

$$
\begin{equation*}
\varphi=\varphi_{0}+\frac{\epsilon}{2 i} k^{-1} \int_{0}^{r} K\left(r, r^{\prime}\right) U\left(r^{\prime}\right) d r^{\prime} \tag{1.13}
\end{equation*}
$$

where

$$
\begin{equation*}
K\left(r, r^{\prime}\right)=f_{0}^{-}(r) f_{0}^{+}\left(r^{\prime}\right)-f_{0}^{-}\left(r^{\prime}\right) f_{0}^{-}(r) \tag{1,14}
\end{equation*}
$$

The functions in (1.13) and (1.14), with an index zero, are the solutions of Eq. (1.9) with $\epsilon=0$, i.e.,

$$
\begin{equation*}
\varphi_{0}^{\prime \prime}=\lambda \varphi_{0}, \tag{1.15}
\end{equation*}
$$

and they define the eigenstates of the multichannel problem. The matrix $\eta$, defined by (1,11), can be regarded as the coupling between such eigenstates.

The unperturbed solutions in (1.13) and (1.14) are different according to their boundary conditions

$$
\begin{align*}
& \varphi_{0}(r) \rightarrow 0, \quad r \rightarrow 0, \\
& f_{0}^{\ddagger}(r) \rightarrow \exp (\mp i k r), \quad r \rightarrow \infty, \tag{1,16}
\end{align*}
$$

where $k$ is a diagonal matrix of the channel wavenumbers. It is now straightforward to show that (1.13) is a power series with the coefficients independent of $\hbar$, i.e.,

$$
\begin{equation*}
\varphi=a_{0}+(\epsilon \hbar) a_{1}+(\epsilon \hbar)^{2} a_{2}+\ldots ; \tag{1.17}
\end{equation*}
$$

therefore the series is more suitable for the semiclassical analysis of the $S$ matrix than (1.6) and is converging much faster. The rate of convergency is in fact entirely determined by $\eta$ and its derivatives.

The Jost functions are determined from

$$
\begin{equation*}
\psi=\exp (i k r) j^{+}+\exp (-i k r) j^{-}, \quad r \rightarrow \infty, \tag{1.18}
\end{equation*}
$$

and if we assume that $k_{i} \neq k_{j}, i \neq j$ for all $i$ and $j$, then we can find $A$ with the property

$$
\begin{equation*}
\lim _{r \rightarrow \infty} A(r)=I, \tag{1,19}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\varphi=f^{-} j^{+}+f^{+} j^{-} \sim f_{0}^{-} j^{+}+f_{0}^{+} j^{-} . \tag{1.20}
\end{equation*}
$$

By replacing $\psi$ in (1.13) by (1.20) we find

$$
\begin{equation*}
j^{ \pm}=j_{0}^{ \pm} \mp \frac{\epsilon}{2 i} k^{-1} \int_{0}^{\infty} f_{0}^{ \pm}(r) U(r) d r \tag{1.21}
\end{equation*}
$$

and again this is a power series with the coefficients independent of $\hbar$.

The $S$ matrix, defined by

$$
\begin{equation*}
\left.S=\exp [i \pi(l+1) / 2] k^{1 / 2} j^{+}\left(j^{-}\right)^{-1} k^{-1 / 2} \exp \mid i \pi(l+1) / 2\right] \tag{1.22}
\end{equation*}
$$

can now be calculated using (1.21).
In the derivation of the $S$ matrix (1.20) we have assumed (1.19). As it will be shown in Sec. 3, the matrix elements of $A$, which connect the channels with degeneracy, are constant in the limit $r \rightarrow \infty$; hence

$$
\begin{equation*}
\lim _{r \rightarrow \infty} A(r)=C \tag{1.23}
\end{equation*}
$$

where $C$ is some constant matrix. The asymptotic wavefunction $\psi$ is then related to the eigenchannel wavefunction $\varphi$ by

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \psi=C \lim _{r \rightarrow \infty} \varphi C^{-1} \tag{1.24}
\end{equation*}
$$

from which we obtain the Jost functions

$$
\begin{equation*}
j^{ \pm}=\exp (\mp i k r) C \exp ( \pm i k r) j_{e}^{ \pm} C^{-1} \tag{1.25}
\end{equation*}
$$

where $j_{c}^{ \pm}$are given by (1.21). The $S$ matrix is now

$$
\begin{equation*}
S=\exp [i \pi(l+1) / 2] k^{1 / 2} C j_{e}^{+}\left(j_{e}^{-}\right)^{-1} C^{-1} k^{-1 / 2} \exp [i \pi(l+1) / 2], \tag{1,26}
\end{equation*}
$$

where we have formally replaced

$$
\begin{equation*}
\exp (i k r) \rightarrow I \tag{1.27}
\end{equation*}
$$

For simplicity, we assume from now that $\mathcal{C}=I$.

## 2. DISCUSSION OF THE EXPANSION SERIES

As we have shown in the previous section, the wavefunction is given as a power series in $\epsilon \hbar$; therefore, the $S$ matrix (1.22) can be estimated in the limit $t \rightarrow 0$.

Let us first notice that in the limit $\hbar \rightarrow 0$, the function $U$ simplifies. We notice from (1.9) that $\epsilon U$ contains terms with $\varphi$ and $\varphi^{\prime}$. Since $\varphi \sim \hbar^{0}$ and $\varphi^{\prime} \sim \hbar^{-1}$, we have

$$
\begin{equation*}
\epsilon U \sim 2\left[\varphi^{\prime}, \eta\right], \quad \hbar \rightarrow 0 \tag{2.1}
\end{equation*}
$$

and the Jost functions are

$$
\begin{equation*}
j^{ \pm}=j_{0}^{ \pm} \pm \frac{1}{i} k^{-1} \int_{0}^{\infty} f_{0}^{ \pm}(r)\left\lfloor\eta, \varphi^{\prime}\right] d r . \tag{2.2}
\end{equation*}
$$

The first integral is finite; however, the second needs little attention. For $\gamma \rightarrow 0$, the function $f_{0 m}^{ \pm}$diverges as $r^{-l_{m}}$ and, for the off-diagonal element, the integrand is

$$
\begin{equation*}
f_{o m}^{ \pm} \varphi_{o_{n}}^{\prime} \sim v^{l_{n}-l_{m}}, \quad r \rightarrow 0 \tag{2.3}
\end{equation*}
$$

To offset the infinity, we assume

$$
\begin{equation*}
\eta_{m, n} \sim r^{\left|l_{m}-l n\right|}, \quad r \rightarrow 0 \tag{2.4}
\end{equation*}
$$

which ensures the finite value of $(2,2)$ 。

Taking the limit $\hbar \rightarrow 0$ of the $S$ matrix can be much simplified in the first Born approximation of (1.13). This can be done without loss of generality since $A$ is independent of $\hbar$. In the Jost function (2.2) we formally replace $\varphi$ by $\varphi_{0}$, and, because $\epsilon U$ is small, the inverse of $j^{-}$is approximately

$$
\begin{equation*}
\left(j^{-}\right)^{-1} \sim\left\{l-i\left(k j_{0}^{-}\right)^{-1} \int_{0}^{\infty} f_{0}^{-}\left[\eta, \varphi_{0}^{\prime}\right] d r\right\}\left(j_{0}^{-}\right)^{-1} . \tag{2.5}
\end{equation*}
$$

The $S$ matrix (1.20) is now up to the second order in $\epsilon$

$$
\begin{align*}
& S \sim \exp [i \pi(l+1) / 2] k^{1 / 2} j_{0}^{*}\left\{I-i\left(k j_{0}^{+} j_{0}^{-}\right)^{-1} \int_{0}^{\infty} \varphi_{0}\left[\eta, \varphi_{0}^{\prime}\right] d r\right\} \\
& \quad \times\left(j_{0}^{-1}\right)^{-1} k^{-1 / 2} \exp [i \pi(l+1) / 2] \tag{2.6}
\end{align*}
$$

The first integral can be neglected because

$$
\begin{equation*}
k^{-1} \int_{0}^{\infty} \varphi_{0} \varphi_{0}^{\prime} \eta d r=\left.\frac{1}{2} k^{-1} \varphi_{0}^{2} \eta\right|_{0} ^{\infty}+O(\hbar)=O(\hbar) \tag{2.7}
\end{equation*}
$$

where we have used (1.19), and the $S$ matrix is

$$
\begin{align*}
S & \sim \exp [i \pi(l+1) / 2] k^{1 / 2} j_{0}^{+}\left[I-i\left(k j_{0}^{+} j_{0}^{-}\right)^{-1} \int_{0}^{\infty} \varphi_{0} \eta \varphi_{0}^{\prime} d r\right] \\
& \times\left(j_{0}^{-}\right)^{-1} k^{-1 / 2} \exp [i \pi(l+1) / 2] . \tag{2.8}
\end{align*}
$$

The solution of (1.15) is arbitrary up to a constant matrix so that $j_{0}^{ \pm}$can always be defined with modulus 1 . In that case

$$
\begin{equation*}
S \sim S_{0}^{1 / 2} k^{1 / 2}\left(1-i k^{-1} \int_{0}^{\infty} \varphi_{0} \eta \varphi_{0}^{\prime} d r\right) k^{-1 / 2} S_{0}^{1 / 2}, \tag{2.9}
\end{equation*}
$$

where $S_{0}$ is the $S$ matrix for the eigenstates (1.15).
The last result is the semiclassical approximation of the $S$ matrix in the first Born approximation. However, the equation needs further discussion.

Let us first show that in the semiclassical limit the diagonal elements of the integral in (2.9) goes to zero as $\hbar$. We first replace $\eta \varphi_{0}^{\prime}$ by

$$
\begin{equation*}
-2 \eta \varphi_{0}^{\prime} \rightarrow 2\left[\varphi_{0}^{\prime}, \eta\right]+\left[\varphi_{0}, \eta^{2}\right]+\left[\varphi_{0}, \eta^{\prime}\right]+2\left[\eta, \varphi_{0} \eta\right] \tag{2.10}
\end{equation*}
$$

In other words, instead of taking the limit (2.1), we derive (2.9) in the most general form. Since $\varphi_{0}$ is diagonal, it is easy to show that the diagonal elements of $(2,10)$ are all zero, except the last one. We have

$$
\begin{equation*}
\epsilon U_{n, n}=2 \sum_{j}\left(\varphi_{j}^{0}-\varphi_{n}^{0}\right) \eta_{n j} \eta_{j n} \tag{2.11}
\end{equation*}
$$

and the diagonal elements of the $S$ matrix are

$$
\begin{equation*}
S_{n, n} \sim S_{n}^{0}\left[1+i k^{-1} \sum_{j} \int_{0}^{\infty} \varphi_{n}^{0}\left(\varphi_{j}^{0}-\varphi_{n}^{0}\right) \eta_{n j} \eta_{i n} d r\right] . \tag{2.12}
\end{equation*}
$$

The second term goes to zero as $\hbar$ because $\eta_{n j}$ are independent of $\hbar$.

The $S$ matrix (2.9) is not unitary. It also appears that it is not symmetric, since the integral in (2.9) contains a derivative of only one $\varphi_{0}$. However, as it will be shown in the next section, the matrix $\eta$ is arbitrary up to $n$ constants, where $n$ is the number of channels. From this fact we show that, in the semiclassical limit, (2.9) is symmetric.

Any off-diagonal element of the integral in (2.9) is

$$
\begin{equation*}
M_{l m}=-k_{l}^{-1} \int_{0}^{\infty} \varphi_{l}^{0} \eta_{l m} \varphi_{m}^{0^{\prime}} d r . \tag{2,13}
\end{equation*}
$$

By partially integrating (2.13) we obtain
$M_{l m}=-\left.k_{l}^{-1} \varphi_{l}^{0} \eta_{l m} \varphi_{m}^{0}\right|_{0} ^{\infty}+k_{l}^{-1} \int_{0}^{\infty}\left(\varphi_{l}^{0^{\prime}} \eta_{l m} \varphi_{m}^{0}+\varphi_{l}^{0} \eta_{l m}^{\prime} \varphi_{m}^{0}\right) d r$.

The first term is zero since $A^{\prime} \rightarrow 0$ for $r \rightarrow \infty$ and $\varphi_{l}^{0} \rightarrow 0$
for $r \rightarrow 0$. The last term does not involve derivatives of $\varphi^{0}$ and is of the order $\hbar$. We have approximately

$$
\begin{equation*}
M_{l m} \sim k_{l}^{-1} \int_{0}^{\infty} \varphi_{l}^{o^{\prime}} \eta_{l m} \varphi_{m}^{o} d r \tag{2,15}
\end{equation*}
$$

Since $\eta$ is arbitrary, we can always define it with the property (as will be shown in the next section)

$$
\begin{equation*}
\eta_{l_{m}}=-\frac{k_{l}}{k_{m}} \eta_{m l} \tag{2.16}
\end{equation*}
$$

hence we have

$$
\begin{equation*}
M_{l m} \sim-k_{m}^{-1} \int_{0}^{\infty} \varphi_{m}^{0} \eta_{m l} \varphi_{l}^{0^{\prime}} d r=M_{m l} \tag{2.17}
\end{equation*}
$$

The $S$ matrix is therefore symmetric in the semiclassical limit, under the assumption (2.16). Formally, the $S$ matrix can now be made unitary by

$$
\begin{equation*}
\left.S=S_{0}^{1 / 2} I+\frac{i}{2} M\right)\left(I-\frac{i}{2} M\right)^{-1} S_{0}^{1 / 2} \tag{2,18}
\end{equation*}
$$

## 3. DISCUSSION OF THE DIAGONALIZATION MATRIX A

The essential role in the semiclassical expansion (1.11) is played by the matrix $A$, defined as

$$
\begin{equation*}
A^{-1} p A=\lambda, \tag{3.1}
\end{equation*}
$$

where $p$ is symmetric and in the limit $r \rightarrow \infty$ is diagonal.
The matrix $A$ is not uniquely determined by Eq. (3.1). This can be easily checked if we replace $A \rightarrow A B$ $=C$ and require that the new matrix also diagonalize $p$. We get

$$
\begin{equation*}
A^{-1} p A=\lambda \rightarrow C^{-1} p C=B^{-1} \lambda B=\lambda ; \tag{3,2}
\end{equation*}
$$

hence the matrix is undetermined to a matrix which commutes with $\lambda$, i.e.,

$$
\begin{equation*}
B \lambda=\lambda B \rightarrow B_{i j}\left(\lambda_{j}-\lambda_{i}\right)=0, \quad i, j=1,2, \ldots, n \tag{3.3}
\end{equation*}
$$

In (3.2) we neglected the case whereby $B$ interchanges the order of eigenvalues.

For $\lambda_{j} \neq \lambda_{i}$ the matrix $B$ is diagonal with arbitrary matrix elements; the refore, $n$ matrix elements of $A$ are arbitrary. However, for certain values of $r$, two or more eigenvalues can be identical in which case $B$ is nondiagonal and more than $n$ matrix elements of $A$ are arbitrary. Since degeneracy usually occurs for isolated points of $r$, we can fix $A$ for an arbitrary $r$ and continue it over the whole range. In such a case, $A$ is uniquely determined if only $n$ of its values are arbitrarily chosen. Let us therefore prove that the continuity is a sufficient condition for determining $A$ uniquely, up to $n$ constants.

Before giving the details of the proof, let us show on one example how $A$ can be obtained. The matrix $p$ is

$$
\begin{equation*}
p=V+\frac{l(l+1)}{r^{2}}-k^{2} \tag{3.4}
\end{equation*}
$$

where $l(l+1)$ and $k^{2}$ are diagonal and $V$ is nondiagonal with the elements that go to zero for $r \rightarrow \infty$ faster than $r^{-2}$. In general, the off-diagonal elements go to zero faster than the diagonal ones, but there are cases where ${ }^{15}$

$$
\begin{equation*}
V_{i j} \sim \alpha_{i j} f(r), \quad r \rightarrow \infty, \tag{3.5}
\end{equation*}
$$

where $f(r)$ is some function independent of $i$ and $j$.

The matrix $k^{2}$ is constant and in general nondegenerate. Under these assumptions we can find $A$ for $r \rightarrow \infty$ by a perturbation method. The matrix $p$ can be written as

$$
\begin{equation*}
p=p_{0}+\epsilon p_{1}, \tag{3.6}
\end{equation*}
$$

where $p_{0}$ includes also the diagonal elements of $V$. The eigenvalues of $p$ are then approximately

$$
\begin{equation*}
\lambda=p_{0}+O\left(\epsilon^{2}\right), \tag{3,7}
\end{equation*}
$$

which is easily proved by noticing that

$$
\begin{equation*}
\frac{d \lambda}{d \epsilon}=-\frac{\partial D / \partial \epsilon}{\partial D / \partial \lambda} \rightarrow 0, \quad \epsilon \rightarrow 0, \tag{3.8}
\end{equation*}
$$

where $D=\operatorname{det}(p-\lambda)$. If we take ( 1,17 ) into account, we can write

$$
\begin{equation*}
A=I+\epsilon A_{1} \tag{3.9}
\end{equation*}
$$

and, using (3.1), we get an equation for $A_{1}$,

$$
\begin{equation*}
p_{0} A_{1}+p_{1}=A_{1} p_{0} \tag{3.10}
\end{equation*}
$$

the solution being

$$
\begin{equation*}
\left[A_{1}\right]_{i j}=\frac{p_{i j}}{p_{i j}-P_{i i}}, \quad\left[A_{1}\right]_{i, i}=0 \tag{3.11}
\end{equation*}
$$

which goes to zero at least as $p_{i, j}$. In the case of degeneracy, say $k_{n}^{2}=k_{m}^{2}$ and $l_{n} \neq l_{m}$, the element $\left[A_{1}\right]_{m, n}$ goes to zero,

$$
\begin{equation*}
r^{2} p_{m, n} \rightarrow 0, \quad r \rightarrow \infty, \tag{3.12}
\end{equation*}
$$

because of our previous assumption on the behavior of $p_{m, n}$ for $r \rightarrow \infty$. If $l_{n}=l_{m}$, then

$$
\begin{equation*}
\left[A_{1}\right]_{m, n}=\frac{p_{m n}}{V_{n n}-V_{m m}} \tag{3.13}
\end{equation*}
$$

and goes to a constant value if we assume (3.5). It goes to zero if $p_{m, n}$ vanishes more rapidly than either of the diagonal elements of $V$. For $V_{m, m}=V_{n, n}$ the perturbation method fails and a more general procedure should be used for finding $A$.

In this simple example, we have shown how the matrix elements of $A$ are determined if $n$ parameters are arbitrarily chosen. In our case, this was the choice (3.11). It is now necessary to show that by fixing $A$ at some point $r_{0}$ we can continue $A$ to all other values of $r$. In other words, by assuming we know $A\left(r_{0}\right)$, we must show that $A\left(r_{0}+\Delta\right)$ can be uniquely determined.

We can approximately write

$$
\begin{equation*}
A\left(r_{0}+\Delta\right) \sim A\left(r_{0}\right)+\Delta A^{\prime}\left(r_{0}\right) \tag{3.14}
\end{equation*}
$$

and, to prove our statement, we must show that $A^{\prime}\left(r_{0}\right)$ is entirely determined by $A\left(r_{0}\right)$.

To obtain $A^{\prime}$, we first take the derivative of (3.1)

$$
\begin{equation*}
p^{\prime} A+p A^{\prime}=A^{\prime} \lambda+A \lambda^{\prime} \tag{3.15}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
A^{\prime}=A \eta \tag{3,16}
\end{equation*}
$$

where $\eta$ is a matrix to be determined. Replacing $A^{\prime}$ in (3.15) by ( 3.16 ), we find

$$
\begin{equation*}
A^{-1} p^{\prime} A+\lambda \eta=\eta \lambda+\lambda^{\prime} \tag{3.17}
\end{equation*}
$$

for which we obtain

$$
\begin{equation*}
\eta_{i j}\left(\lambda_{i}-\lambda_{j}\right)=\lambda_{i}^{\prime} \delta_{i, j}-\left[A^{-1} p^{\prime} A\right]_{i, j \circ} \tag{3.18}
\end{equation*}
$$

For $i \neq j$

$$
\begin{equation*}
\eta_{i, j}=-\frac{\left[A^{-1} p^{\prime} A\right]_{i, j}}{\lambda_{i}-\lambda_{j}} \tag{3,19}
\end{equation*}
$$

hence the off-diagonal elements of $\eta$ are uniquely determined by $A\left(r_{0}\right)$.

We still have to obtain the diagonal elements of $\eta$ 。For $i=j$ in (3.18) the left-hand side is zero; hence $\eta_{i, i}$ are arbitrary. However, we can find them by using the fact that $n$ elements of $A$ are arbitrary. For example, we can choose such $A$ that (2.16) is satisfied. Let us show that such a matrix $A$ satisfies

$$
\begin{equation*}
\tilde{A}=k^{-1} A^{-1} \tag{3.20}
\end{equation*}
$$

and defines $\eta$, which ensures that the $S$ matrix is symmetric. $\tilde{A}$ in $(3.20)$ is the transpose of $A$.

If we assume (3.20) the matrix elements of $\eta$, given by (3.19), are

$$
\begin{equation*}
\eta_{i, j}=\frac{k_{i}\left[\tilde{A} p^{\prime} A\right]_{i, j}}{\lambda_{j}-\lambda_{i}} \tag{3,21}
\end{equation*}
$$

and by interchanging $i$ and $j$ we find

$$
\begin{equation*}
\eta_{j, i}=k_{j} \frac{\left\lfloor\tilde{A} p^{\prime} A\right]_{j, i}}{\lambda_{i}-\lambda_{j}}=-\frac{k_{j}}{k_{i}} \eta_{i, j} \tag{3.22}
\end{equation*}
$$

which is the required condition (2.16). Therefore, the matrix $A$ must satisfy (3.20) if the $S$ matrix should be symmetric. It follows from (3.20) that

$$
\begin{equation*}
\tilde{A} A=k^{-1} \tag{3.23}
\end{equation*}
$$

and, since $A$ is diagonal in the limit $r \rightarrow \infty$, we obtain

$$
\begin{equation*}
A \rightarrow k^{-1 / 2}, \quad r \rightarrow \infty, \tag{3,24}
\end{equation*}
$$

being the limit of $A$ of the type (1.23). Hence, the symmetric $S$ matrix is

$$
\begin{equation*}
S=\exp [i \pi(l+1) / 2] j^{+}\left(j^{-}\right)^{-1} \exp [i \pi(l+1) / 2] \tag{3,25}
\end{equation*}
$$

We can now obtain the diagonal elements of $\eta$. By taking derivative of (3,23) we find

$$
\begin{equation*}
\tilde{A^{\prime}} A+\tilde{A} A^{\prime}=\tilde{\eta} k^{-1}+k^{-1} \eta=0 \tag{3.26}
\end{equation*}
$$

from which it follows

$$
\begin{equation*}
\eta_{i, i}=0, \quad i=1,2, \ldots, n, \tag{3,27}
\end{equation*}
$$

thus concluding the calculation of the $\eta$ matrix.
With this we also conclude our proof that the continuity is a sufficient condition for determining $A(r)$ for all $r$ if $A\left(r_{0}\right)$ is fixed.

The set of equations

$$
\begin{equation*}
A^{\prime}=A \eta \tag{3,28}
\end{equation*}
$$

where the matrix elements of $\eta$ are given by (3.19) and (3.27), and the equations

$$
\begin{equation*}
\left.\lambda_{i}^{\prime}=k_{i} \mid \widetilde{A} p^{\prime} A\right]_{i, i} \tag{3.29}
\end{equation*}
$$

obtained from (3.18) by setting $i=j$, form a system of nonlinear differential equations which can be integrated numerically. The condition (3.27) ensures that the con-
dition (3.23) is satisfied for all $r$ if it is defined for the initial point $r=r_{0}$.

In practice, it is more useful to define a unitary $A$ matrix, designated by $U$. The matrix $A$, defined by (3.20), is then related to $U$ as

$$
\begin{equation*}
A=U k^{-1 / 2} . \tag{3.30}
\end{equation*}
$$

## 4. ONE EXAMPLE

Let us show on a simple example of a two-channel problem how the theory is applied. It is assumed that $p_{11}>p_{22}$ for $r \rightarrow \infty$.

The eigenvalues of $p$ are given by

$$
\begin{equation*}
\lambda_{1,2}=\frac{p_{11}+p_{22}}{2} \pm \frac{1}{2}\left[\left(p_{11}-p_{22}\right)^{2}+4 p_{12}^{2}\right]^{1 / 2} \tag{4.1}
\end{equation*}
$$

and the matrix elements of $A$ are

$$
\begin{align*}
& a_{i i}=p_{12}\left[\left(\lambda_{i}-p_{i i}\right)^{2}+p_{12}^{2}\right]^{-1 / 2}, \quad i=1,2  \tag{4.2}\\
& a_{i j}=\left(\lambda_{j}-p_{j j}\right)\left[\left(\lambda_{i}-p_{i i}\right)^{2}+p_{12}^{2}\right]^{-1 / 2} \quad i=1,2, \quad j=2,1
\end{align*}
$$

where we have for simplicity assumed the unitary $A$ matrix.

The elements of the coupling matrix $\eta$ are

$$
\begin{equation*}
\eta_{i i}=0, \quad i=1,2 \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{12}=-\eta_{21}=\frac{\left(p_{22}-p_{11}\right)^{2}}{\left(p_{22}-p_{11}\right)^{2}+4 p_{12}^{2}} \frac{d}{d r} \frac{p_{12}}{p_{22}-p_{11}} \tag{4.4}
\end{equation*}
$$

From (4.1) we deduce that unless $p_{12}=0$, the eigenvalues of $p$ cannot be degenerate. They are approximately degenerate if for $r=r_{s}$ we have $p_{11}=p_{22}$ and $p_{12} \sim 0$. In this case

$$
\begin{equation*}
\lambda_{1,2} \sim p_{11}, \quad \Delta \lambda=\lambda_{1}-\lambda_{2}=2 p_{12} \tag{4.5}
\end{equation*}
$$

Near $r=r_{s}$ the elements of $A$ change rapidly. In the region $r>r_{s}$ we have approximately

$$
\begin{align*}
& a_{11} \sim a_{22} \sim 1 \\
& \left|a_{12}\right| \sim\left|a_{21}\right| \sim\left|\frac{p_{12}}{p_{22}-p_{11}}\right| \ll 1, \quad r>r_{s} \tag{4.6}
\end{align*}
$$

while for $r<r_{s}$ they are

$$
\begin{align*}
& -a_{12} \sim a_{21} \sim 1 \\
& \left|a_{11}\right| \sim\left|a_{22}\right| \sim\left|\frac{p_{12}}{p_{22}-p_{11}}\right| \ll 1, \quad r<r_{s^{\circ}} \tag{4,7}
\end{align*}
$$

In other words, from $r>r_{s}$ to $r<r_{s}$, the matrix changes from the unit matrix to an exchange matrix, i.e., the matrix which interchanges the order of the eigenvalues.

The appropriate $\eta$ matrix, which measures the coupling between the two eigenchannels, is approximately for $r>r_{s}$

$$
\begin{equation*}
\left|\eta_{12}\right| \sim\left|\frac{d}{d r} \frac{p_{12}}{p_{22}-p_{11}}\right| \ll 1 \tag{4.8}
\end{equation*}
$$

and for $r<r_{s}$

$$
\begin{equation*}
\left|\eta_{12}\right| \sim\left|\frac{d}{d r} \frac{p_{12}}{p_{22}-p_{11}}\right| \ll 1 \tag{4.9}
\end{equation*}
$$

In both cases it is small. However, for $r=r_{s}$ it becomes

$$
\begin{equation*}
\left|\eta_{12}\right|=\left|\frac{p_{11}^{\prime}-p_{22}^{\prime}}{4 p_{12}}\right| \tag{4.10}
\end{equation*}
$$

having a large value for a small $p_{12}$. Therefore, all the transition between the eigenchannels occurs in a small neighborhood of $r=r_{s}$.

If $p_{12}^{\prime}$ can be neglected, then $r=r_{s}$ coincide with the maximum of $\left|\eta_{12}\right|$ and (4.10) is its value. The shape of $\eta_{12}$ is therefore a Lorentzian curve with the width

$$
\begin{equation*}
\Delta r_{w}=8\left|\frac{p_{12}}{p_{11}^{\prime}-p_{22}^{\prime}}\right| \tag{4.11}
\end{equation*}
$$

In the vicinity of $r=r_{s}$ the matrix element $\eta_{12}$ can be approximated by

$$
\begin{equation*}
\eta_{12} \sim \frac{p_{11}^{\prime}-p_{22}^{\prime}}{4 p_{12}} \frac{1}{1+\epsilon^{2}} \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon=\frac{p_{22}^{\prime}-p_{11}^{\prime}}{2 p_{12}}\left(r-r_{s}\right) \tag{4.13}
\end{equation*}
$$

We have neglected $p_{12}^{\prime}$.
The $S$ matrix can now be calculated. We will assume approximation (4.12), and for the eigenvalues (4.1) we obtain

$$
\begin{equation*}
\lambda_{1,2} \sim \bar{p}_{ \pm} p_{12}\left(1+\epsilon^{2}\right)^{1 / 2} \tag{4.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{p}=\left(p_{11}+p_{22}\right) / 2 \tag{4.15}
\end{equation*}
$$

In our discussion we take a more general form of the $S$ matrix than that given by (2.9). Instead of taking the limit $\hbar \rightarrow 0$ as described in Sec. 2, we calculate the most general $S$ matrix in the first Born approximation and then obtain the limit $\hbar \rightarrow 0$. This procedure will give more insight into the nature of the semiclassical approximation.

The matrix $M$ define by (2.13) is

$$
\begin{equation*}
M=k^{-1} \int_{0}^{\infty} \varphi_{0}\left(\left[\varphi_{0}^{\prime}, \eta\right]+\frac{1}{2}\left[\varphi_{0}, \eta^{2}\right]+\frac{1}{2}\left[\varphi_{0}, \eta^{\prime}\right]+\left[\eta, \varphi_{0} \eta\right]\right) d r^{\prime} \tag{4.16}
\end{equation*}
$$

It can easily be shown that, for a two-channel problem,

$$
\begin{equation*}
\left[\varphi_{0}, \eta^{2}\right]=0 \tag{4.17}
\end{equation*}
$$

and, using (2.14), we obtain for (4.16)

$$
\begin{equation*}
M=k^{-1} \int_{0}^{\infty}\left[\frac{1}{2} \varphi_{0}^{\prime} \eta \varphi_{0}-\frac{1}{2} \varphi_{0} \eta \varphi_{0}^{\prime}+\varphi_{0}\left(\eta \varphi_{0} \eta-\varphi_{0} \eta^{2}\right)\right] d r \tag{4.18}
\end{equation*}
$$

The off-diagonal element $M_{12}$ is therefore

$$
\begin{equation*}
M_{12}=\frac{1}{2} k_{1}^{-1} \int_{0}^{\infty}\left(\varphi_{1}^{0^{\prime}} \varphi_{2}^{0}-\varphi_{1}^{0} \varphi_{2}^{0^{\prime}}\right) \eta_{12} d r \tag{4,19}
\end{equation*}
$$

and the diagonal one,

$$
\begin{equation*}
M_{j j}=k_{j}^{-1} \sum_{l=1}^{2} \int_{0}^{\infty} \varphi_{j}^{0} \eta_{j_{l}} \eta_{l j}\left(\varphi_{l}^{0}-\varphi_{j}^{0}\right) d r, \quad j=1,2 \tag{4.20}
\end{equation*}
$$

To calculate the matrix elements (4.19) and (4.20)
we use the WKB solution of (1.15), which is for a one turning point problem ${ }^{2}$

$$
\begin{equation*}
\varphi_{0}=2 k^{1 / 2} \lambda^{-1 / 4} \cos \left(\int_{r_{0}}^{r} \lambda^{1 / 2} d r^{\prime}-\pi / 4\right) \tag{4,21}
\end{equation*}
$$

hence the matrix element $M_{12}$ is
$M_{12}=2\left(k_{2} / k_{1}\right)^{1 / 2} \int_{0}^{\infty} d r \eta_{12} \sin \left(\int_{r_{2}}^{r} \lambda_{2}^{1 / 2} d r^{\prime}-\int_{r_{1}}^{r} \lambda_{1}^{1 / 2} d r^{\prime}\right)$,
where we have assumed

$$
\begin{equation*}
\lambda_{1}=\lambda_{2} \tag{4.23}
\end{equation*}
$$

since most of the contribution comes from the vicinity of $r=r_{s}$.

With the approximation (4.12) and (4.14) we finally obtain

$$
\begin{align*}
M_{12}= & 2 \sin \phi_{0} \int_{0}^{\infty} \frac{d \epsilon}{1+\epsilon^{2}} \cos \left(\frac{2 p_{12}^{2}}{\left|p_{11}^{\prime}-p_{22}^{\prime}\right| \bar{p}^{1 / 2}}\right. \\
& \left.\times \int_{0}^{\epsilon} d \epsilon^{\prime}\left(1+\epsilon^{\prime 2}\right)^{1 / 2}\right) \tag{4.24}
\end{align*}
$$

where

$$
\begin{equation*}
\phi_{0}=\int_{r_{2}}^{r_{s}} \lambda_{2}^{1 / 2} d r-\int_{r_{1}}^{r_{s}} \lambda_{1}^{1 / 2} d r \tag{4.25}
\end{equation*}
$$

We have assumed (2.16), in order that $M$ matrix be symmetric.

The integral can be integrated in the complex $\epsilon$ plane By defining the cut along the imaginary $\epsilon$ axes, starting at $\epsilon= \pm i$, we find

$$
\begin{equation*}
M_{12}=2 \exp (-\pi C / 2)[\pi / 2+\sigma(C)] \sin \phi_{0} \tag{4.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{C}=p_{12}^{2} /\left|p_{11}^{\prime}-p_{22}^{\prime}\right| \bar{p}^{1 / 2} \tag{4.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma=\int_{1}^{\infty} \frac{d \epsilon}{\epsilon^{2}-1} \sin \left(C\left\{\ln \left[\epsilon+\left(\epsilon^{2}-1\right)^{1 / 2}\right]-\epsilon\left(\epsilon^{2}-1\right)^{1 / 2}\right\}\right) \tag{4.28}
\end{equation*}
$$

Since

$$
\begin{equation*}
C \sim \hbar^{-1} \tag{4.29}
\end{equation*}
$$

most of the contribution of $\sigma$ comes from $\in \sim 0$ so that we find the limit

$$
\begin{equation*}
\lim _{h \rightarrow 0} \sigma=-\pi / 6 \tag{4.30}
\end{equation*}
$$

The function $\sigma$ is shown in Fig. 1.
We can now calculate the diagonal elements of $M$. Starting from (4.20) and using (4.21), we obtain


FIG. 1. The correction function $\sigma$ for the inelastic amplitude $S_{12}$.


FIG. 2. The correction function $\omega$ for the elastic amplitude $S_{i i}$.

$$
\begin{equation*}
M_{11}=-\frac{1}{4} \frac{\left|p_{22}^{\prime}-p_{11}^{\prime}\right|}{p_{12} \lambda_{1}^{1 / 2}} \int_{-\infty}^{\infty} \frac{d \epsilon}{\left(1+\epsilon^{2}\right)^{2}}\left[\cos \left(\alpha_{2}-\alpha_{1}\right)-1\right] \tag{4.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{2}-\alpha_{1}=\phi_{0}-\frac{2 p_{12}^{2}}{\left|p_{22}^{\prime}-p_{11}^{\prime}\right| \bar{p}^{1 / 2}} \int_{0}^{\epsilon} d x\left(1+x^{2}\right)^{1 / 2} \tag{4.32}
\end{equation*}
$$

In (4.31) we have neglected the oscillatory terms $\alpha_{1}+\alpha_{2}$ and $2 \alpha_{1}$. The remaining integrals can be calculated as in the case for $M_{12}$, with the result

$$
\begin{align*}
M_{11}= & \frac{1}{4} \frac{\left|p_{22}^{\prime}-p_{11}^{\prime}\right|}{p_{12} \lambda_{1}^{\mathrm{I} / 2}}\left[\frac{\pi}{2}-\exp (-\pi c / 2)\left(\frac{\pi}{2}\right.\right. \\
& \left.+\sigma) \cos \phi_{0}-2 \omega(c) \cos \phi_{0}\right] \tag{4.33}
\end{align*}
$$

where $C$ and $\sigma$ are defined by (4.27) and (4.28) respectively. The function $\omega$ is defined as

$$
\begin{equation*}
\omega(C)=C \int_{1}^{\infty} d x \sin \left(C\left\{x\left(x^{2}-1\right)^{1 / 2}+\ln \left[x+\left(x^{2}-1\right)^{1 / 2}\right]_{j}\right)\right. \tag{4.34}
\end{equation*}
$$

and is shown in Fig. 2.
Similarly, it can be shown that

$$
\begin{equation*}
M_{22}=M_{11} \tag{4.35}
\end{equation*}
$$

under the assumption that $\alpha_{1}+\alpha_{2}$ and $2 \alpha_{2}$ can be neglected。

The results for the $M$ matrix, given by (4.26) and (4.33), were obtained under several assumptions; it is assumed that (a) the WKB solution of (1.15) is accurate (which is not the case when $r_{s}$ is near the turning point of $\lambda_{i}$ ), (b) $p_{12}^{\prime}$ can be neglected, and (c) we can use linear approximation of $p_{11}$ and $p_{22}$ near $r=r_{s}$. To improve results, we can use more accurate (e.g., numerical) solution of ( 1,15 ) and take exact $\eta$ matrix instead of (4.12). However, even the approximate results (4.26) and (4.33) describe the essential features of the scattering matrix. In particular, they give correct oscillatory behavior of $S_{12}$, first noted by Stückelberg ${ }^{4}$ and the exponential decay. ${ }^{7,8}$ In addition, corrections due to the repulsion of the eigenchannels near $r=r_{s}$ are also included through the functions $\sigma$ and $\omega$.

As has been noted in Sec. 3, the diagonal elements of $M$ are small compared to the off-diagonal ones. From (4.26) and (4.33) we find that this is true provided $C$ is small, in which case

$$
\begin{equation*}
\left|M_{11} / M_{12}\right| \sim h \tag{4.36}
\end{equation*}
$$

However, in the semiclassical limit, the constant $C$ is large, hence the matrix element $M_{12}$ is small, being of the order

$$
\begin{equation*}
\left|M_{12}\right| \sim \exp (-\pi C / 2) \sim \exp \left(-\hbar^{-1}\right) \tag{4.37}
\end{equation*}
$$

while the diagonal elements $M_{i i}$ are of the order

$$
\begin{equation*}
\left|M_{i i}\right| \sim \hbar . \tag{4.38}
\end{equation*}
$$

Therefore, the elastic matrix elements of $M$ are much larger then the inelastic ones, although the former are also small in the limit $\hbar \rightarrow 0$. This is associated with the two physical phenomena. The semiclassical particle approaching the target in the channel 1 notices only the potential $\lambda_{1}$. Where the two potential curves $\lambda_{1}$ and $\lambda_{2}$ come close, the change in the slope of both is large, due to their repulsion. The particle can either be reflected, because of the sudden change of slope or it can tunnel to the channel 2, because of the proximity of the two channels. Since the tunneling amplitude is of the order (4.37), the most dominant will be the reflection amplitude, being of the order $\hbar$. Therefore, the elastic amplitude $M_{11}$ is given as a sum of the amplitude for a particle to be reflected from the "crossing" point and the amplitude for a particle to tunnel to the channel 2 and subsequently tunnel to the channel 1.

## 5. PERTURBATION EXPANSION OF $\eta$

As we have shown, the matrix elements of $\eta$, apart from the diagonal ones which are exactly zero, have a Lorentzian shape near the point of degeneracy of two eigenchannels. The exact shape cannot be simply determined from $p$, and we either have to integrate the set of equations (3.28) and (3.29) or use the perturbation expansion. The second choice applies only if the the offdiagonal elements of $p$ are small compared to the difference between the channel energies. In this section we show how this fact is used to develop the perturbation expansion of $\eta$.

The off-diagonal elements of $\eta$ are

$$
\begin{equation*}
\eta_{i j}=\frac{\left[A p^{\prime} A\right]_{i j}}{\lambda_{j}-\lambda_{i}} \tag{5.1}
\end{equation*}
$$

and if we use (3.6) together with (3.9), we easily find

$$
\begin{equation*}
\left[\tilde{A} p^{\prime} A\right]_{i j} \sim\left[p_{0}^{\prime}\right]_{i j}+\epsilon\left[p_{i}^{\prime}+p_{0}^{\prime} A_{1}-A_{1} p_{0}^{\prime}\right]_{i j} \tag{5.2}
\end{equation*}
$$

Since we assume $\lambda_{j} \neq \lambda_{i}$ and taking into account (3.7), the matrix element $\eta_{i j}$ is

$$
\begin{equation*}
\eta_{i j} \sim-\frac{d}{d r} \frac{p_{i j}}{p_{j j}-p_{i i}} \tag{5.3}
\end{equation*}
$$

The diagonal elements are zero.
However, we are not interested in the region of $r$ where the eigenvalues of $p$ are well separated. As we have shown in the previous section, this region does not contribute to the transition probability. A more interesting case is around such $r$ where two or more eigenvalues of $p$ are either degenerate of nearly degenerate. We assume the simplest case; in the vicinity of $r=r_{s}$ two diagonal elements $p_{11}$ and $p_{22}$ are equal and all the other elements are well separated (the choice of $p_{11}$ and $p_{22}$ is not significant). In such a case, we formu-
late a more general perturbation expansion of $\eta$, based on the perturbation

$$
\begin{equation*}
p=p_{0}+\epsilon p_{1} \tag{5.4}
\end{equation*}
$$

where, in addition to all diagonal elements of $p$, the unperturbed matrix $p_{0}$ containes $p_{12}$ and $p_{21}$.

As in (3.7) we can show that

$$
\begin{equation*}
\lambda_{i} \sim \lambda_{i}^{0}+O\left(\epsilon^{2}\right), \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{i}^{0}=p_{i i}, \quad i>2, \tag{5.6}
\end{equation*}
$$

and $\lambda_{1}^{0}$ and $\lambda_{2}^{0}$ are given by (4.1).
The matrix $A$ can be represented as

$$
\begin{equation*}
A=\mathbf{a} B \tag{5,7}
\end{equation*}
$$

where a is a unitary matrix containing units on the diagonal and the elements $a_{11}, a_{12}, a_{21}$, and $a_{22}$ are given by (4.2). All the other elements of a are zero. The matrix $B$ can be written as

$$
\begin{equation*}
B=I+\epsilon B_{1} \tag{5.8}
\end{equation*}
$$

where $I$ is the unit matrix. From the equation for $A$ we find

$$
\begin{equation*}
B_{1} \lambda_{0}-\lambda_{0} B_{1}=\widetilde{\mathbf{a}} p_{1} \mathbf{a} \tag{5.9}
\end{equation*}
$$

where we have used the fact that a diagonalizes $p_{0}$.

> From (5.9) we obtain

$$
\begin{equation*}
B_{i j}^{1}=\frac{\left[\widetilde{\mathbf{a}} p_{1} \mathbf{a}\right]_{i j}}{\lambda_{j}-\lambda_{i}}, \tag{5.10}
\end{equation*}
$$

with the diagonal elements still to be determined. We find them by requiring that $B$ is unitary, which gives

$$
\begin{equation*}
B_{i i}^{1}=0 . \tag{5.11}
\end{equation*}
$$

The matrix elements of $B^{1}$ for $i, j=1,2$ are all zero. For $i, j>2$, it can easily be shown that

$$
\begin{equation*}
B_{i j}^{1}=\frac{p_{i j}}{p_{j j}-p_{i i}} \tag{5.12}
\end{equation*}
$$

while for $i=1,2$ and $j>2$ we have

$$
\begin{equation*}
B_{i j}^{1}=\sum_{k=1}^{2} \frac{a_{k i} p_{k i}}{p_{j j}-\lambda_{i}} . \tag{5,13}
\end{equation*}
$$

It can also be shown that $B^{1}$ is antisymmetric, i.e., $B^{1}=-B^{1}$.

We can now calculate the matrix $\eta$. From (5.1) and assuming

$$
\begin{equation*}
\eta_{i j}=\eta_{i j}^{0}+\epsilon \eta_{i j}^{1} \tag{5.14}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\eta_{i j}^{0}=\frac{\left[\tilde{\mathbf{a}} p_{0}^{\prime} \mathrm{a}\right]_{i j}}{\lambda_{j j}-\lambda_{i i}}, \quad i \neq j, \tag{5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{i j}^{1}=\frac{\left[\widetilde{\mathbf{a}} p_{1}^{\prime} \mathbf{a}\right]_{i j}+\left[\widetilde{\mathbf{a}} p_{0}^{\prime} \mathbf{a} B^{1}\right]_{i j}-\left[B^{1} \widetilde{\mathbf{a}} p_{0}^{\prime} \mathbf{a}\right]_{i j}}{\lambda_{j}-\lambda_{i}}, \quad i \neq j \tag{5.16}
\end{equation*}
$$

In the derivation of (5.15) and (5.16) we have used the fact that $B^{1}$ is antisymmetric, in which case

$$
\begin{equation*}
\widetilde{A}=I-\epsilon B^{1} \tag{5,17}
\end{equation*}
$$

The matrix elements of $\eta_{i j}^{0}$ are all zero except $\eta_{12}^{0}$ and $\eta_{21}^{0}$ which are given by (4.4). On the other hand, the matrix elements of $\eta_{i j}^{1}$ are all different than zero except the diagonal ones and $\eta_{12}^{1}\left(\eta_{21}^{1}\right)$. Therefore, for $i, j=1,2$ the matrix $\eta$ is given by

$$
\begin{equation*}
\eta=\eta^{0}+O\left(\epsilon^{2}\right) \tag{5.18}
\end{equation*}
$$

while if any index of $\eta$ is greater than 2 , we have

$$
\begin{equation*}
\eta=\epsilon \eta^{1}+O\left(\epsilon^{2}\right) . \tag{5.19}
\end{equation*}
$$

More specifically, for $i, j>2$ the matrix elements of $\eta$ are given by (5.1) but for $i=1,2$, and $j>2$ we obtain
$\eta_{i j}^{1}=-\frac{B_{i j}^{1} p_{j j}^{\prime}}{p_{j j}-\lambda_{i}}+\sum_{k=1}^{2} \frac{a_{k i} p_{k j}^{\prime}}{p_{j j}-\lambda_{i}}+\sum_{k, l, m=1}^{2} \frac{a_{k i} p_{k i}^{\prime} a_{l m} B_{m j}^{\prime}}{p_{j j}-\lambda_{i}}$.

Let us discuss the last result in two limiting cases, i. e., to the right and left of the point $r=r_{s}$ for which $p_{11}=p_{22}$. In both cases we use the asymptotic values for $a_{i, j}$ given by (4.4). If we specify $i=1$, the matrix element $\eta_{1 j}^{1}$ is

$$
\begin{equation*}
\eta_{1 j}^{1} \sim \frac{d}{d r} \frac{p_{1 j}}{p_{j j}-p_{11}}+\frac{p_{12}^{\prime} p_{2 j}}{\left(p_{j j}-p_{11}\right)\left(p_{j j}-p_{22}\right)}, \quad r \gg r_{s}, \tag{5.21}
\end{equation*}
$$

being equal to (5.3) if $p_{12}^{\prime}$ is neglected. However, to the left of $r=r_{s}$ we obtain

$$
\begin{gather*}
\eta_{1 j}^{1} \sim \frac{p_{2 j}^{\prime}}{p_{i j}-p_{11}}-\frac{p_{j j}-p_{22}}{\left(p_{i j}-p_{11}\right)^{2}} p_{2 j}+\frac{p_{21} p_{1 j}}{\left(p_{j j}-p_{11}\right)\left(p_{j j}-p_{22}\right)}, \\
r \ll r_{s}, \tag{5.22}
\end{gather*}
$$

indicating that $\eta_{1 j}^{1}$ changes rapidly in the interval $\Delta r_{w}$. If the derivatives of the off-diagonal elements of $p$ are neglected the change in $\eta_{1 j}^{1}$ is

$$
\begin{equation*}
\left|\Delta \eta_{1 j}^{1}\right|=\left|\frac{\left(p_{i j}^{\prime}-p_{11}^{\prime}\right) p_{1 j}-\left(p_{j j}^{\prime}-p_{22}^{\prime}\right) p_{1 j}}{\left(p_{j j}-p_{11}\right)^{2}}\right| . \tag{5.23}
\end{equation*}
$$

In contrast to the element $\eta_{12}$, which has a Lorentzian shape, the elements $\eta_{1 j}$ are a steplike functions.

The elements $\eta_{2 j}^{1}$ are obtained from (5.21) and (5.22) by formally replacing $1 \longleftrightarrow 2$ 。However, (5.22) also changes the sign.

## 6. WEAK COUPLING LIMIT

The perturbation expansion of the $S$ matrix becomes inadequate for large transition amplitudes. In this section we discuss another case where the expansion (2.9) is not only inadequate, but it actually fails to give correct scattering matrix. For simplicity we take the two-channel example.

The width of $\eta_{12}$ is

$$
\begin{equation*}
\Delta r_{W}=8\left|\frac{p_{12}}{p_{11}^{\prime}-P_{22}^{\prime}}\right| \tag{6.1}
\end{equation*}
$$

In the derivation of (4.26) and (4.33) we have implicitly assumed that over this distance the eigenchannel wavefunctions $\varphi_{i}$ are oscillatory. In other words, we assumed

$$
\begin{equation*}
\Delta r_{W} \gg 2 \pi \bar{p}^{-1 / 2}, \tag{6.2}
\end{equation*}
$$

where $\bar{p}$ is defined by (4, 15). However, there are cases
where this condition is not satisfied, e.g., $p_{12}$ is small or the derivatives of $p_{11}$ and $p_{22}$ are large and of the opposite sign. In these cases the constant $C$, defined by (4.27), is small and the transition amplitude $M_{12}$ is large. Furthermore, the elastic amplitude (4.33), being of the order

$$
\begin{equation*}
M_{12} \sim \frac{\left|p_{22}^{\prime}-p_{11}^{\prime}\right|}{p_{22} \bar{p}^{1 / 2}} \tag{6.3}
\end{equation*}
$$

is infinite for $p_{12} \rightarrow 0$. In reality, this is not the case since for $p_{12} \rightarrow 0$, the $S$ matrix is diagonal, i.e., the transition matrix $M$ is zero.

There are two ways to solve this problem: numerical integration of the set of equations (1.12) in the interval $\left[r_{s}-\Delta r_{w}, r_{s}+\Delta r_{w}\right]$ or perturbation expansion of the type (1.5). There is no practical difficulty in using the numerical integration since the solution is not oscillatory in this interval. Outside the interval $\eta_{12}$ is negligible therefore the numerical solution can be connected to the solutions of (1.15) and the $S$ matrix is obtained from (1.22) and (1.20).

The perturbation method to be used is the distorted wave expansion of the $S$ matrix. For small $p_{12}$ the series quickly converges, but we must show that is can also be used under a more general condition. To obtain this condition, let us calculate $S_{12}$ in the first Born approximation of the distorted wave expansion. It can be shown that $S_{12}$ is ${ }^{16}$

$$
\begin{equation*}
S_{12} \sim \frac{2}{\left(k_{1} k_{2}\right)^{1 / 2}} \int_{0}^{\infty} d r \psi_{1} p_{12} \psi_{2}, \tag{6,4}
\end{equation*}
$$

where $\psi_{1}$ and $\psi_{2}$ are the solutions of the uncoupled set of equations (1.1). To estimate (6.4), we replace the wavefunctions with the WKB solution and integrate by the steepest descent method. We obtain

$$
\begin{equation*}
S_{12} \sim \frac{2 p_{12} \sqrt{\pi}}{\bar{p}^{1 / 4}\left(p_{11}^{\prime}-p_{22}^{\prime}\right)^{1 / 2}} \sim 2 \sqrt{\pi C} \tag{6.5}
\end{equation*}
$$

The distorted wave expansion is therefore valid even when $p_{12}$ is not small provided the derivatives of $p_{11}$ and $p_{22}$ are large and of the opposite sign. As we have shown, this is exactly the case when the semiclassical expansion of the $S$ matrix breaks down. More specifically, if $C^{1 / 2}$ is small, we can use the distorted wave expansion for calculating the $S$-matrix. It can be easily shown that this condition is equivalent with the width of $\eta_{12}$ being smaller than the local wave length of the wavefunction [the condition (6.2) with the reversed inequality sign] and $p_{12} / \bar{p} \ll 1$.
In the case of more than two channels we can use the perturbation expansion of $\eta$, described in Sec. 5, to find the behavior of $\eta_{12}$ in the vicinity of degeneracy in the channels 1 and 2. If the width of $\eta_{12}$ is smaller than the local wave length, we use the distorted wave expansion to obtain the $S$-matrix element $S_{12}$. Since we have assumed that all the other channels are well separated, the transition amplitude $S_{12}$ is independent of the presence of the other channels. However, this is not always the case. For example, $p_{12}$ can be so small that the direct transition amplitude for $1 \rightarrow 2$ is of the same magnitude of the higher order transitions. An obvious
example is when $p_{12}=0$ in which case the direct transition amplitude is exactly zero. Only the higher order transitions give nonzero contributions. We will refer to such a process as the "forbidden transitions."

Let us show how, in the framework of the $\eta$ matrix, the transition amplitudes for the "forbidden process" can be calculated. For simplicity we assume that the forbidden transition is between channels 1 and 2.

The matrix $p$ can be written as the block matrix

$$
p=\left|\begin{array}{l}
p_{11}, p^{\prime}  \tag{6.6}\\
p^{\prime}, P
\end{array}\right|
$$

Let us define a matrix a which diagonalizes $P$, so that we have

$$
\left|\begin{array}{cc}
1, & 0  \tag{6.7}\\
0, \tilde{\mathbf{a}}
\end{array}\right|\left|\begin{array}{c}
p_{11}, p^{\prime} \\
p^{\prime}, p
\end{array}\right|\left|\begin{array}{c}
1, \\
0, \mathrm{a}
\end{array}\right|=\left|\begin{array}{l}
p_{11}, p^{\prime} \mathbf{a} \\
\widetilde{\mathbf{a}} p^{\prime}, \lambda
\end{array}\right|=\bar{p} .
$$

The new matrix $\bar{p}$ replaces $p$ in the calculation of $\eta$. Therefore, we have new parameters for the transition $1 \rightarrow 2$,

$$
\begin{equation*}
\bar{p}_{11}=p_{11}, \quad \bar{p}_{22}=\lambda_{2} \tag{6.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{p}_{21}=\bar{p}_{12}=\sum_{k=2}^{n} p_{1 k} a_{k 2} \tag{6.9}
\end{equation*}
$$

hence $\eta_{12}$ is

$$
\begin{equation*}
\eta_{12}=\frac{\left(\lambda_{2}-p_{11}\right)^{2}}{\left(\lambda_{2}-p_{11}\right)^{2}+4 \bar{p}_{12}^{2}} \frac{d}{d r} \frac{\bar{p}_{12}}{\lambda_{2}-p_{11}}+O\left(\epsilon^{2}\right), \tag{6.10}
\end{equation*}
$$

where $\epsilon=\| p^{\prime}$ a $\|$.
Since we assume that $p_{j j}, j \geqslant 2$, are well separated, we can calculate $\lambda_{2}$ and $a_{k 2}$ by the perturbation method. The eigenvalue $\lambda_{2}$ is to the second order in perturbation

$$
\begin{equation*}
\lambda_{2}=p_{22}+\sum_{j=3}^{n} \frac{p_{2 j}^{2}}{p_{22}-p_{j j}} \tag{6.11}
\end{equation*}
$$

while $a_{k 2}$ are given by (3.9) and (3.11), i.e.,

$$
\begin{equation*}
a_{k 2} \sim \delta_{k 2}+\frac{p_{k 2}}{p_{22}-p_{k k}}, \quad k \geqslant 3 \tag{6.12}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\bar{p}_{22} \sim p_{22}+\sum_{j=3}^{n} \frac{p_{2 j}^{2}}{p_{22}-p_{j j}} \tag{6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{p}_{12} \sim p_{12}+\sum_{k=3}^{n} \frac{p_{1 k} p_{k 2}}{p_{22}-p_{k k}}, \tag{6.14}
\end{equation*}
$$

showing that even when $p_{12}$ is strictly zero, we can define an effective $\bar{p}_{12}$ so that the transition amplitude $S_{12}$ can be calculated from the first order distorted wave approximation.

## CONCLUSION

The semiclassical solution of the multichannel equations described in this paper is a simple generalization of the usual distorted wave expansion. It is a perturbation method with the diagonalization matrix having the role of perturbation. Since this matrix is independent of $\hbar$, we were able to prove that the resulting series is also independent of $\hbar$. In the weak coupling case the method fails, but, nevertheless, it can be used as a suitable decoupling scheme.
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#### Abstract

It is shown that the general quadratic Hamiltonian for coupled harmonic oscillators can be diagonalized， provided the matrix of the quadratic form is positive definite．This condition is also necessary if the frequencies of the resulting uncoupled oscillators are to be positive．The construction of a diagonalizing matrix follows the usual procedure as in the Hermitian case；the only difference being a change of the metric from


$$
I=\binom{1}{1} \text { to } J=\binom{1}{-1}
$$

## 1．INTRODUCTION

It is well known that the eigenvalues for a system of $n$ coupled harmonic oscillators can be found by means of a principal axis transformation．Thus，given the Hamiltonian

$$
\begin{equation*}
H=\left(a^{\dagger} a\right) H\binom{a}{a^{\dagger}}, \tag{1}
\end{equation*}
$$

with $\left(a^{\dagger} a\right)=\left(a_{1}^{\dagger} \ldots a_{n}^{\dagger}, a_{1} \ldots a_{n}\right)$ and $H=\left(\begin{array}{cc}\alpha & \beta_{\beta} \\ \alpha *\end{array}\right)=/ /^{\dagger}$ ， a $2 n$ by $2 n$ regular matrix $A$ is sought such that

$$
\begin{equation*}
\left(A^{-1}\right)^{\dagger} H\left(A^{-1}\right)=H^{\prime} \tag{2}
\end{equation*}
$$

is diagonal．［Notation：Hermitian conjugation of ma－ trices and operators is denoted by a dagger．Thus $\binom{a}{a^{\dagger}}^{\dagger}$ $=\left(a^{\dagger} a\right)$ ．A star denotes complex conjugation and a tilde stands for the transpose． 7 Once $A$ has been found，the eigenvalues can be read from the uncoupled form

$$
\begin{equation*}
H=\left(b^{\dagger} b\right) H \cdot\binom{b}{b^{\dagger}}=\sum \hbar \omega_{i} b_{i}^{\dagger} b_{i}+\text { const }_{2} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\binom{b}{b^{\dagger}}=A\binom{a}{a^{\dagger}} \tag{4}
\end{equation*}
$$

are the new boson operators．In order for the $b$＇s to satisfy the boson commutation rules，$A$ must fulfill ${ }^{1,2}$

$$
A=\left(\begin{array}{ll}
\lambda  \tag{5a}\\
\mu * & \stackrel{\mu}{\lambda_{i}}
\end{array}\right),
$$

and

$$
\begin{equation*}
A J A^{\dagger}=J \tag{5b}
\end{equation*}
$$

where $J=\left(\begin{array}{ll}1 & -1\end{array}\right)$ ．The question now arises：What condi－ tions on the Hamiltonian matrix $H$ are sufficient to en－ sure the existence of a matrix $A$ satisfying（2）and（5）， and how is one going to construct $A$ ？It seems that such conditions have not been spelled out in the literature， though a set of operational rules to facilitate the com－ putation of $A$（when it exists），has recently been for－ mulated．${ }^{1}$ Reference 1 also contains a fairly broad list of interesting applications to physical problems．

The purpose of this note is to show that $A$ exists and can be calculated by following routine diagonalization procedures，provided $/ /$ is positive definite，that is，

$$
\begin{equation*}
(x)^{\dagger} / /(x)>0, \quad \forall(x) \neq(0) \tag{6}
\end{equation*}
$$

Equivalently，since $/ /$ is Hermitian，the eigenvalues of ／／should be positive．［Note that，in general，the eigen－ values of $/ /$ are not the diagonal elements of $/ /$＇in

Eq．（2）． 1 As we shall presently show，Condition（6）is also necessary，if the frequencies of the uncoupled Hamiltonian（3）are to be positive．Indeed，let／／＇ $=\left(\begin{array}{ll}r & r^{\prime}\end{array}\right)$ ．Since $H$ is Hermitian，$\gamma$ and $\gamma^{\prime}$ are real diagonal $n$ by $n$ matrices with diagonal elements $\gamma_{i}$ and $\gamma_{i}^{\prime}$ ．Let $A=\left(\begin{array}{cc}\begin{array}{c}n \\ \mu *\end{array} & \mu \\ \lambda^{*}\end{array}\right)$ ．Then，by Eq。（5），

$$
A^{-1}=J A^{\dagger} J=\left(\begin{array}{cc}
\lambda_{-\mu}^{\dagger} & -\hat{u} \\
-\lambda^{\prime}
\end{array}\right) .
$$

Equation（2），therefore，reads

$$
\left(\begin{array}{cc}
\lambda & -\mu  \tag{7}\\
-\mu * & -\mu *
\end{array}\right)\left(\begin{array}{c}
\alpha * \\
\alpha *
\end{array}{\underset{\alpha}{\beta}}^{\alpha}\left(\begin{array}{cc}
\lambda_{\mu}^{\dagger}+ & -\tilde{\mu} \\
\lambda
\end{array}\right)=\left(\begin{array}{ll}
r & r^{\prime}
\end{array}\right) .\right.
$$

Performing the matrix multiplication，we find $\gamma=\gamma^{\prime}$ ， that is，$H^{\prime}={ }^{\gamma}{ }_{\gamma}$ ）．Thus，the uncoupled Hamiltonian（3） is explicitly given by

$$
\begin{equation*}
H=\sum_{i=1}^{n} 2 \gamma_{i}\left(b_{i}^{\dagger} b_{i}+\frac{1}{2}\right) \tag{8}
\end{equation*}
$$

Accordingly，if the frequencies $\omega_{i}=2 \gamma_{i} / h$ are to be positive，the Hamiltonian matrix

$$
\begin{equation*}
H=A^{\dagger} / H^{\prime} A=\left(H /^{1 / 2} A\right)^{\dagger}\left(H /^{1 / 2} A\right) \tag{9}
\end{equation*}
$$

must be positive definite。
Before turning to the discussion of diagonalization， let us recast Eq．（2），with the aid of（5），into the usual eigenvalue form，namely，

$$
\begin{equation*}
(H / \cap) A^{\dagger}=A^{\dagger}(/ / \cdot \cdot J) \tag{10}
\end{equation*}
$$

Note that $/ / J$ is，in general，not Hermitian．Another useful form is

$$
\begin{equation*}
A \cdot J / / J A^{+}=/ / 1 \tag{11}
\end{equation*}
$$

In Sec． 2 we shall first establish the existence of a diagonalizing matrix $A$ ，and then show how to actually construct it．As it turns out，the construction follows exactly the same procedure as in the Hermitian case， the only difference being the change of the metric from $I=\left(\begin{array}{ll}1 & 1\end{array}\right)$ to $J=\left(\begin{array}{ll}1 & -1\end{array}\right)$ 。 Finally，in the Appendix，we amend a shortcoming in Ref．2，wherein a related problem is discussed，namely，given the diagonalizing matrix $A$ ， find the transformation brackets connecting base states of the old operators（ $a_{i}, a_{i}^{\dagger}$ ）with those of the new opera－ tors（ $b_{i}, b_{i}^{+}$）

## 2．DIAGONALIZATION

## A．Existence

Let $/ /$ be a positive definite $2 n$ by $2 n$ Hermitian
matrix. Since $J H / J$ shares the same properties, there exists a unitary matrix $U$ such that

$$
\begin{equation*}
U^{\dagger} J H J U=E \tag{12}
\end{equation*}
$$

is a diagonal positive matrix. Define

$$
\begin{equation*}
V=U E^{-1 / 2}, \tag{13}
\end{equation*}
$$

Then $V$ is regular and satisfies

$$
\begin{equation*}
V^{\dagger} J H \cdot J V=1 . \tag{14}
\end{equation*}
$$

Let $P$ be a unitary matrix diagonalizing the Hermitian matrix $V^{*} J V$, that is,

$$
\begin{equation*}
P^{\dagger} V^{\dagger} J V P=\eta, \quad \eta_{i j}=\delta_{i j} \eta_{i} . \tag{15}
\end{equation*}
$$

Then

$$
\begin{equation*}
W^{\prime}=V P \tag{16}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
W^{+} J W=\eta, \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
W^{\dagger} J / / J W=1 . \tag{18}
\end{equation*}
$$

Equation (17) is a congruence transformation on the matrix $J$ conserving the number of positive and negative elements in $J$ (Sylvester's law of inertia ${ }^{3}$ ). Hence, $n$ of the $\eta_{t}$ 's are positive and $n$ are negative. Let $\theta$ be a diagonal matrix with elements

$$
\begin{equation*}
\theta_{i j}=\delta_{i j}\left|\eta_{i}\right| . \tag{19}
\end{equation*}
$$

Then

$$
\begin{equation*}
\zeta=\left(\left(\zeta_{1}\right)\left(\zeta_{2}\right) \cdots\left(\zeta_{2 n}\right)\right) \equiv W \theta^{-1 / 2} \tag{20}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\left(\zeta_{i}\right)^{\dagger} J\left(\zeta_{j}\right)=\delta_{i j} \eta_{i} /\left|\eta_{i}\right|, \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\zeta_{i}\right)^{\dagger} \cdot J / / J\left(\zeta_{j}\right)=\delta_{i j}\left|\eta_{i}\right|^{-1} . \tag{22}
\end{equation*}
$$

Now rearrange the column vectors $\left(\zeta_{i}\right)$ into a new matrix

$$
\begin{equation*}
Z=\left(\left(z_{1} \cdots\left(z_{n}\right)\left(\hat{z}_{1}\right) \cdots\left(\hat{z}_{n}\right)\right)\right. \tag{23}
\end{equation*}
$$

such that the vectors ( $\left(z_{i}\right)$ have positive norm, namely,

$$
\begin{equation*}
\left(z_{i}\right)^{\dagger} \cdot J\left(z_{j}\right)=\delta_{i j}, \quad i, j=1, \ldots, n, \tag{24a}
\end{equation*}
$$

and the vectors ( $\hat{z}_{i}$ ) have negative norm

$$
\begin{equation*}
\left(\hat{z}_{i}\right)^{\dagger} J\left(\hat{z}_{j}\right)=-\delta_{i j}, \quad i, j=1, \ldots, n . \tag{24b}
\end{equation*}
$$

Since $Z$ satisfies

$$
\begin{equation*}
Z^{\dagger} J Z=J, \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
Z^{\dagger} J / H J Z=H^{\prime}, \tag{26}
\end{equation*}
$$

we see that $A=Z^{\dagger}$ is a solution to the diagonalization problem [Eqs. (5) and (11)]. We note, in passing, that the same proof applies to more general metrics: the diagonal matrix $J$ could have any number $0 \leqslant k \leqslant 2 n$ of positive elements and, correspondingly, $2 n-k$ negative elements. Equation (26), with the aid of Eq. (25), can be rewritten in the form

$$
(H, J) Z=Z(J / / r)=Z\left(\begin{array}{ll}
\gamma & -\gamma) \tag{27}
\end{array}\right.
$$

Thus, $\left(z_{i}\right)$ are eigenvectors of $H J$ with eigenvalues $\gamma_{i}$,
and similarily, $\left(\hat{z}_{i}\right)$ are eigenvectors of $H J$ with eigenvalues - $\gamma_{i}$.

## B. Construction

The actual construction of a diagonalizing matrix $Z=A^{\dagger}$ follows closely the procedure employed in the Hermitian case, the only difference being the change of the metric from $I=\left(\begin{array}{ll}1 & 1\end{array}\right)$ to $J=\left(\begin{array}{ll}1 & -1\end{array}\right)$. We shall make use of the following observations:
(a) The eigenvectors of $J$ have nonvanishing norm. Let

$$
\begin{equation*}
H J\left(x_{i}\right)=\gamma_{i}\left(x_{i}\right)_{0} \tag{28}
\end{equation*}
$$

Since $/ /$ is positive definite and $J$ is regular,

$$
\begin{equation*}
\left(x_{i}\right)^{\dagger} J H J J\left(x_{i}\right)=\gamma_{i}(x)^{\dagger} J\left(x_{i}\right)>0 . \tag{29}
\end{equation*}
$$

Thus $\left(x_{i}\right)^{\dagger} J\left(x_{i}\right) \gtrless 0$ according to $\gamma_{i} \gtrless 0$, and $\left(x_{i}\right)$ can be normalized to satisfy

$$
\begin{equation*}
\left(x_{i}\right)^{\dagger} J\left(x_{i}\right)= \pm 1, \quad \gamma_{i} \gtrless 0 . \tag{30}
\end{equation*}
$$

(b) Eigenvectors belonging to different eigenvalues are orthogonal with respect to $J$. Indeed, if

$$
\begin{equation*}
H J\left(x_{i}\right)=\gamma_{i}\left(x_{i}\right) \text { and } H J\left(x_{j}\right)=\gamma_{j}\left(x_{k}\right), \tag{31}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(x_{j}\right)^{\dagger} J H J\left(x_{i}\right)=\gamma_{i}\left(x_{j}\right)^{\dagger} J\left(x_{i}\right)=\gamma_{j}\left(x_{j}\right)^{\dagger} J\left(x_{i}\right) . \tag{32}
\end{equation*}
$$

(c) If $\gamma_{i}$ is a multiple root of $\operatorname{det}(/ / J-\gamma \eta)$ with multiplicity $k$, there exist exactly $k$ linearly independent eigenvectors having $\gamma_{i}$ as their common eigenvalue. Indeed, let $Z$ satisfy Eqs. (25) and (26). Since the ranks of the two matrices ( $H / J-\gamma_{i} I$ ) and $Z^{\dagger} J\left(H J-\gamma_{i} I\right) Z=/ / I-\gamma_{i} J$ are equal, and the rank of the latter is, obviously, $2 n-k$, the homogeneous system $\left(/ / J-\gamma_{i}\right)(x)=(0)$ has exactly $2 n-(2 n-k)=k$ independent solutions.
(d) The $k$ independent eigenvectors ( $x_{1}$ ), ..., $\left(x_{k}\right)$ belonging to the degenerate eigenvalue $\gamma_{i}$, can be made orthonormal (with respect to $J$ ) via the Schmidt process. Assume, for definiteness, $\gamma_{i}=0$. Normalize $\left(x_{1}\right)$ and denote the resulting vector by ( $r_{1}$ ). Now subtract from $\left(x_{2}\right)$ its component along $\left(y_{1}\right)$, that is,

$$
\begin{equation*}
\left(x_{2}^{\prime}\right)=\left(x_{2}\right)-\left(y_{1}\right)^{\dagger} J\left(x_{2}\right) \cdot\left(y_{1}\right) \tag{33}
\end{equation*}
$$

Clearly, $\left(x_{2}\right) \neq(0)$ [or else $\left(x_{2}\right)$ and ( $y_{1}$ ) would be linearly dependent $\rceil$, and $\left(x_{2}^{\prime}\right)^{\dagger} J\left(y_{1}\right)=0$. Since ( $x_{2}^{\prime}$ ) is also an eigenvector of $H J$ (with eigenvalue $\gamma_{i}>0$ ), we have by (a), $\left(x_{2}\right)^{\dagger} J\left(x_{2}\right)>0$. Normalize $\left(x_{2}\right)$ and denote the resulting vector by ( $\mathrm{i}_{2}$ ). The process can be continued to obtain $\left(r_{1}\right), \ldots,\left(v_{k}\right)$ satisfying

$$
\begin{equation*}
H J\left(y_{i}\right)=\gamma_{i}\left(y_{l}\right), \quad \text { and } \quad\left(y_{l}\right)^{\dagger} J\left(y_{m}\right)=\delta_{l m} . \tag{34}
\end{equation*}
$$

(e) If $\left(x_{i}\right)=\binom{u_{i}}{v_{i}}$ is an eigenvector of $/ / J$ with eigenvalue $\gamma_{i}$, then $\left(\hat{x}_{i}\right)=\binom{v_{i}^{*}}{u_{i}^{*}}$ is an eigenvector of $/ / J$ with eigenvalue $-\gamma_{i}$. Indeed, using the explicit form
the assertion is obvious. Since both $\gamma_{i}$ and $-\gamma_{i}$ are eigenvalues,

$$
\begin{equation*}
\operatorname{det}(/ / J-\gamma n)=\prod_{i=1}^{n}\left(\gamma^{2}-\gamma_{i}^{2}\right) \tag{35}
\end{equation*}
$$

We can now summarize the construction of the diagonalizing matrix $A^{\dagger}$.
(i) Find the $n$ positive roots of the characteristic polynomial (35).
(ii) Obtain $n$ independent eigenvectors $\left(x_{1}\right), \ldots,\left(x_{n}\right)$ belonging to the positive roots $\gamma_{1}, \ldots, \gamma_{n}$.
(iii) If necessary, use the Schmidt process to complete the orthonormalization, and denote the resulting vectors by $\left(z_{i}\right)$. Thus, $\left(z_{i}\right)^{\dagger} J\left(z_{j}\right)=\delta_{i j}$ 。
(iv) The first half of $A^{\dagger}$, namely, $\binom{\lambda \dagger}{i_{j}^{\dagger}}$ is given by

$$
\begin{equation*}
\binom{\lambda_{1}^{+}}{n^{+}}=\left(\left(z_{1}\right) \cdots\left(z_{n}\right)\right) \tag{36}
\end{equation*}
$$

(v) Complete

$$
A^{\dagger}=\left(\begin{array}{cc}
\lambda^{\dagger} & \tilde{z}  \tag{37}\\
\mu & \tilde{k}^{2}
\end{array}\right)=\left(\left(z_{1}\right) \cdots\left(z_{n}\right)\left(\hat{z}_{1}\right) \cdots\left(\hat{z}_{n}\right)\right),
$$

where $\left(\hat{z}_{i}\right)=\binom{v_{i}^{*}}{u_{i}^{*}}$ for $\left(z_{i}\right)=\binom{u_{i}}{v_{i}}$.
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## APPENDIX

The purpose of the Appendix is to amend a shortcoming in a related work by the same author. In Ref. 2 the following problem is discussed: Given the diagonalizing matrix $A=\left(\begin{array}{cc}\lambda \\ \mu * & \stackrel{\mu}{\lambda *}\end{array}\right)$, find the transformation brackets connecting base states of the old operators ( $a_{i}, a_{i}^{\dagger}$ ) with those of the new operators $\left(b_{i}, b_{i}^{+}\right)$. In order to evaluate a multidimentional normalization integral (Ref. 2, Eq. (76)], I have assumed, in addition to Eq. (5), the reality condition

$$
\begin{equation*}
\left(\lambda^{\dagger} \lambda\right)=\left(\lambda^{\dagger} \lambda\right)^{*} . \tag{A1}
\end{equation*}
$$

It turned out that (A1) is too strong in the sense that it cannot always be met. Thus, for example, for $n=2$, the two matrices

$$
\lambda=\left(\begin{array}{cc}
\alpha & -i \alpha \\
-i \beta & \beta
\end{array}\right) \text { and } \mu=\left(\begin{array}{cc}
a & i a \\
b & -i b
\end{array}\right),
$$

with $c, \beta, a, b$ real, and $\beta^{2} \neq \alpha^{2}, a^{2}=\alpha^{2}-\frac{1}{2}$, and $b^{2}=\beta^{2}-\frac{1}{2}$, fulfill Conditions (5) but violate (A1). Now the normalization integral can be written as

$$
\begin{equation*}
\text { Integral }=\int \frac{d^{2 n} x}{\pi^{n}} \exp [-(\tilde{x}) F(x)] \tag{A2}
\end{equation*}
$$

where

$$
F=\left(\begin{array}{rr}
1+\tau_{R} & \tau_{I}  \tag{A3}\\
\tau_{I} & 1-\tau_{R}
\end{array}\right)
$$

is a real $2 n$ by $2 n$ symmetric matrix, with

$$
\begin{equation*}
\tau_{R}=\operatorname{Re}\left(\lambda^{-1} \mu\right) \quad \text { and } \quad \tau_{I}=\operatorname{Im}\left(\lambda^{-1} \mu\right) \tag{A4}
\end{equation*}
$$

Let $Q$ be a real orthogonal matrix diagonalizing $F$, that is,

$$
\begin{equation*}
Q \tilde{F Q}=f, \quad f_{i j}=\delta_{i j} f_{i} \tag{A5}
\end{equation*}
$$

Since the Jacobian of the transformation $(y)=Q(x)$ is equal to 1 , the integral (A2) reduces to

$$
\begin{align*}
\text { Integral } & =\int \frac{d^{2 n} v}{\pi^{n}} \exp \left(-\sum_{i=1}^{2 n} f_{i} v_{i}^{2}\right)=\prod_{i=1}^{2 n} \frac{1}{\pi^{1 / 2}} \int e^{-f_{i} v_{i}^{2} d y_{i}} \\
& =\prod_{i=1}^{2 n} f_{i}^{-1 / 2}=(\operatorname{det} F)^{-1 / 2}, \tag{A6}
\end{align*}
$$

provided all the eigenvalues $f_{i}$ are positive. We shall now show that this is indeed the case. Consider the matrix

$$
G=F-I=\left(\begin{array}{rr}
\tau_{R} & \tau_{I}  \tag{A7}\\
\tau_{I} & -\tau_{R}
\end{array}\right)
$$

with eigenvalues $g_{i}=f_{i}-1$. The assertion will be established if $g_{i}^{2}<1$ for $i=1, \ldots, 2 n$. Let $\binom{x}{y}$ be a normalized eigenvector of $G$ with eigenvalue $g$. Then

$$
G^{2}\binom{x}{y}=\left(\begin{array}{cc}
B & C  \tag{A8}\\
-C & B
\end{array}\right)\binom{x}{y}=r^{2}\binom{x}{y}
$$

where

$$
\begin{equation*}
P=\tau_{R}^{2}+\tau_{I}^{2} \quad \text { and } \quad C=\tau_{R} \tau_{I}-\tau_{I} \tau_{R} \tag{A9}
\end{equation*}
$$

But $(z)=(x)+i(y)$ also satisfies

$$
\begin{equation*}
\tau \tau^{\dagger}(z)=(P-i C)(z)=g^{2}(z) \tag{A10}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau=\tau_{R}+i \tau_{I} \tag{A11}
\end{equation*}
$$

Hence, by Eq. (5),

$$
\begin{equation*}
g^{2}=(z)^{\dagger} \tau \tau^{\dagger}(z)=1-(z)^{\dagger}\left(\lambda^{\dagger} \lambda\right)^{-1}(z)<1 . \tag{A12}
\end{equation*}
$$

The result (A6) is, therefore, always valid (when $A$ exists), and should replace Eq. (80) of Ref. 2.
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We introduce the concept of a conformal stationary limit surface as the boundary where a conformal Killing vector admitted by a spacetime becomes null. This hypersurface is an infinite frequency shift surface for conformal Killing observers and sources. We derive the local conditions under which it can be an event horizon in the sense that it be a null geodesic hypersurface. In particular, we show that it is null and geodesic if and only if the rotation of the conformal Killing congruence has a vanishing norm on this hypersurface. Finally, we discuss the surface gravity associated with such a conformal Killing horizon.

## 1. INTRODUCTION

It is over twenty years since Rindler first differentiated between particle and event horizons in a classic paper. ${ }^{1}$ While he defined a horizon quite generally as a boundary between things that are visually observable and things that are not, his analysis was based entirely on the Robertson-Walker metric. As such it includes all homogeneous and isotropic model universes. With the advent of black hole physics, the concept of event horizon was adapted to include those horizons occurring in asymptotically flat spacetimes ${ }^{2,3}$ The most important spacetimes of this type are the well-studied solutions of Schwarzschild and Kerr, both of which admit a timelike Killing vector that becomes null on a totally geodesic null hypersurface, the event horizon.

In this paper we consider the properties of spacetimes admitting a timelike conformal Killing vector (CKV), $\xi^{a}$, which then satisfies the conformal Killing equations ${ }^{4}$

$$
\begin{equation*}
L_{q} g_{a b} \equiv \nabla_{a} \xi_{b}+\nabla_{b} \xi_{a}=2 \phi g_{a b} . \tag{1}
\end{equation*}
$$

Here $L_{\xi}$ is the Lie derivative, $\phi\left(x^{c}\right)$ is the scalar function defined by $4 \phi=\nabla_{c} \xi^{c}, g_{a b}$ is the metric tensor, and $\nabla_{a}$ is its associated covariant derivative, Consider now a null geodesic with tangent vector $k^{a}$, so that $k^{a} k_{a}=0$ and $k^{a} \nabla_{a} k^{b}=0$. It then follows from Eq. (1) that $k^{a} \nabla_{a}\left(\xi^{b} k_{b}\right)=0$, so that $\xi^{a} k_{a}$ is constant along the null geodesic.

It is useful to define a "conformal Killing observer," with 4-velocity $u^{a}=e^{-b} \xi^{a}$, in regions where $\xi^{a}$ is timelike, having defined $e^{2 i}=\xi^{a} \xi_{a}$. We use a signature -2 , in which case $u^{a} u_{a}=+1$ when $\xi^{a}$ is timelike. From Eq。(1), it then follows that the function $\phi$ is just $\psi^{\prime}$ when $\psi$ is well defined, where we write ${ }^{\prime} \equiv \xi^{a} \nabla_{a}$, the covariant derivative along the CK trajectory defined by $\xi^{a}$. Thus $\phi$ just tells us the rate of scale change as we move along the CK trajectory. In the case of a Killing vector, for which $\phi=0$, it follows that $\xi^{a} \xi_{a}$ remains constant along the Killing trajectory.

Consider now a CK source at $S$, emitting photons at frequency $\nu_{s}$, joined by a null geodesic, $\Gamma$, to a CK observer at 0 who receives the photons at frequency $\nu_{0}$. Since the measured frequency is proportional to $u^{a} k_{a}$, and $\xi^{a} k_{a}$ is constant along $\Gamma$, it follows that the photons
are frequency shifted by the factor

$$
\begin{equation*}
\frac{v_{s}}{\nu_{0}}=\frac{\left(\xi^{a} \xi_{a}\right)^{1 / 2}}{\left(\xi^{a} \xi_{a}\right)_{s}^{1 / 2}} . \tag{2}
\end{equation*}
$$

Hence the hypersurface defined by $\xi^{a} \xi_{a}=0$, which we shall designate $\Sigma_{0}$, is a surface of infinite frequency shift for CK sources and observers, for $S$ on $\Sigma_{0}$ implies $\nu_{0}=0$ while 0 on $\Sigma_{0}$ implies $\nu_{0} \rightarrow \infty$ for finite $\nu_{s}{ }^{5}{ }^{5}$

The existence of the CKV, $\xi^{a}$, implies that the metric can be written in the form $g_{a b}=f\left(x^{c}\right) h_{a b}$, where $f\left(x^{c}\right)$ is a function of spacetime position that is related to $\phi\left(x^{c}\right)$, while $h_{a b}$ is a function of position with the restriction that it be constant on any CK trajectory. ${ }^{4}$ When a CK observer can be defined, i. e., when $\xi^{a}$ is timelike, this observer experiences a purely conformal change in $g_{a b}$ as he moves along the CK trajectory. If the CK congruence is irrotational, he concludes that the spacetime is "conformally static"; otherwise he concludes that the spacetime is "conformally stationary" for he can detect rotation. In regions where the CKV is not timelike, such an observer cannot exist. We are then led to term the boundary, where the CKV becomes null, to be a "conformal stationary limit surface." Even for spacetimes having an ordinary Killing vector, it appears appropriate to distinguish between static and stationary limit surfaces.

In the following sections we consider the circumstances under which $\Sigma_{0}$, the conformal stationary limit surface, can form part of an event horizon, in the sense that it be a null geodesic hypersurface。 It should be noted that some of our results could be obtained by means of a conformal transformation since a null geodesic hypersurface is invariant under such a transformation and the work of Takeno ${ }^{6}$ directly implies that given a CKV in one space, there is generally a large class of spaces that admit this vector as a KV. ${ }^{7}$ On the other hand, the concept of surface gravity is not easily developed with this latter approach because timelike geodesics do not transform to timelike geodesics. The direction that we follow here, however, allows us to introduce this concept in a clear physical manner. Furthermore, it demonstrates how significantly different the CK case is from the ordinary Killing case in terms of horizon degeneracy, surface gravity, and surface temperature.

## 2．CONFORMAL KILLING CONGRUENCES

To study the geometry of a congruence of conformal Killing trajectories，it is useful to expand the covariant derivative，$\nabla_{a} u_{b}$ ，of the unit tangent vector in the usual form ${ }^{8}$

$$
\begin{equation*}
\nabla_{a} u_{b}=u_{a} \dot{u}_{b}+\omega_{a b}+\sigma_{a b}+\theta h_{a b}, \tag{3}
\end{equation*}
$$

where $\theta=\frac{1}{3} \nabla_{a} u^{a}$ is the expansion，$\dot{u}_{a}=u^{c} \nabla_{c} u_{a}$ is the acceleration，$\omega_{a b}=\nabla_{[a} u_{b]}-u_{[a} u_{b]}$ is the vorticity， $\sigma_{a b}=\nabla_{(a} u_{b)}-u_{(a} u_{b)}-\theta h_{a b}$ is the traceless shear，and $h_{a b}=g_{a b}-u_{a} u_{b}$ is the projection tensor．Using Eq．（1）， it is straightforward to show that the CK congruence is shearless ${ }^{9}$ and has expansion $\theta=\dot{\psi}=\phi e^{-\psi}$ ，where in general ${ } \equiv u^{a} \nabla_{a}$ ．The acceleration can be written as $i_{a}=\theta u_{a}-\nabla_{a} \psi$ ．We can then write Eq．（3）in the form

$$
\begin{equation*}
\nabla_{a} u_{b}=e^{-\dot{b}} \phi g_{a b}+\omega_{a b}-u_{a} \nabla_{b} \psi \tag{4}
\end{equation*}
$$

from which we also have

$$
\begin{equation*}
\nabla_{a} \xi_{b}=\phi g_{a b}-\xi_{a} \nabla_{b} \psi+\xi_{b} \nabla_{a} \psi+e \omega_{a b} . \tag{5}
\end{equation*}
$$

Forming $\xi_{a} \nabla_{b} \xi_{c}$ ，permuting and summing we find

$$
\begin{equation*}
\xi_{\langle a} \nabla_{b} \xi_{c\rangle}=\phi \xi_{\langle a} g_{b c\rangle}+e^{\psi} \xi_{\langle a} \omega_{\left.b_{c}\right\rangle}, \tag{6}
\end{equation*}
$$

where $\langle\cdots\rangle$ indicates the sum of distinct cyclic permuta－ tions．In the case that $\omega_{a b}=0$ ，this equation is just the usual hypersurface orthogonality condition，$\xi_{[a} \nabla_{b} \xi_{c]}=0$ ， combined with the conformal Killing Eq。（1）．

From Eq．（1），we can obtain a particularly useful expression for the acceleration

$$
\begin{equation*}
\dot{u}^{a}=F^{a b} u_{b}, \quad \text { where } F_{a b}=e^{-\omega}\left(\phi g_{a b}-\nabla_{a} \xi_{b}\right) . \tag{7}
\end{equation*}
$$

Since we can also write $F_{a b}$ as $e^{-b} \nabla_{[a} \xi_{b]}$ ，it follows that $F_{a b}$ is a bivector，whose dual，$\hat{F}_{a b}$ is given by

$$
\begin{equation*}
\hat{F}_{a b}=\frac{1}{2} \eta_{a b r s} F^{r s}, \tag{8}
\end{equation*}
$$

where $\eta_{a b r s}$ is the alternating tensor．The rotation vector associated with $u^{a}$ is

$$
\begin{equation*}
\omega^{r}={ }_{2}^{1} \eta^{r a b c_{u_{a}} \nabla_{b} u_{c}} \tag{9}
\end{equation*}
$$

which is related to the vorticity through $\omega_{a b}=\eta_{a b r} s^{u^{r}} \omega^{s}$ ． In terms of the bivector $F_{a \Delta}$ ，we have the more conve－ nient form of the rotation，$\omega^{a}=-\hat{F}^{a b} \mu_{b}$ ．

Since we shall be interested in regions where $\xi^{a}$ may become null，so that $u^{a}$ is not defined，it is useful to introduce a renormalized rotation vector， $\bar{w}^{r}$ ，given by

$$
\begin{equation*}
\bar{\omega}^{r}=\frac{1}{2} \eta^{r a b c} \xi_{a} \nabla_{b} \xi_{c}, \tag{10}
\end{equation*}
$$

which remains defined on $\Sigma_{0}$ ．It follows that $\bar{\omega}^{a}=e^{2 i} \omega^{a}$ when $\xi^{a}$ is not null，and that $\bar{\omega}^{a}=-e^{2 b} \hat{F}^{a b} u_{b}$ ，as above．

The squared norm of this renormalized rotation vector is

$$
\begin{equation*}
\bar{\omega}^{a} \bar{\omega}_{a}=e^{4 \omega} \hat{F}^{a b} \hat{F}_{a c} u_{b} u^{c} . \tag{11}
\end{equation*}
$$

We can now use the identity ${ }^{10}$

$$
\begin{equation*}
A^{a b} B_{b c}-\hat{B}^{a b} \hat{A}_{b c}=\frac{1}{2} \delta_{c}^{a} A_{r s} B^{s r}, \tag{12}
\end{equation*}
$$

where $A_{a b}$ and $B_{a b}$ are any two bivectors with duals $\hat{A}_{a b}$ and $\hat{B}_{a b}$ in a four－dimensional Riemannian space。Taking both $A_{a b}$ and $B_{a b}$ to be $F_{a b}$ ，we then have

$$
\begin{equation*}
\hat{F}^{a b} \hat{F}_{a c}=F^{a b} F_{a c}-\frac{1}{2} \delta_{c}^{b} F_{r s} F^{r s}, \tag{13}
\end{equation*}
$$

and from Eq．（7）we have

$$
\begin{equation*}
F_{r s} F^{r s}=e^{-2 b}\left(\nabla^{a} \xi^{b} \nabla_{a} \xi_{b}-4 \phi^{2}\right) . \tag{14}
\end{equation*}
$$

Equations（7）and（11）then yield

$$
\begin{equation*}
\bar{\omega}^{a} \bar{\omega}_{a} e^{-2 \dot{b}}=\dot{u}^{a} \dot{u}_{a} e^{2 \phi}+2 \phi^{2}-\frac{1}{2} \nabla^{a} \xi^{b} \nabla_{a} \xi_{b o} \tag{15}
\end{equation*}
$$

We now consider a hypersurface，$\Sigma$ ，defined by $\xi^{a} \xi_{a}=$ constant．A normal to $\Sigma$ can be written as $n_{a}=\frac{1}{2} \nabla_{a}\left(\xi^{c} \xi_{c}\right)$ ，so that $n_{a}=\xi^{c} \nabla_{a} \xi_{c}$ ．It then follows from
Eq．（1）that $\xi^{a} n_{a}=\phi \xi^{a} \xi_{a}$ ，and also that

$$
\begin{equation*}
n_{a}=e^{\boldsymbol{\phi}}\left(\phi u_{a}-e^{\imath} \dot{u_{a}}\right) . \tag{16}
\end{equation*}
$$

Of course $\dot{u^{a}} u_{a}=0$ ，since $u^{a} u_{a}=1$ ，so that we have for the norm of the normal vector

$$
\begin{equation*}
n^{a} n_{a}=e^{2 b}\left(\phi^{2}+e^{2 \dot{u}} \dot{u}^{a} \dot{u}_{a}\right) \tag{17}
\end{equation*}
$$

Then using Eq。（15）to eliminate $\dot{u}^{a} \dot{u}_{a}$ ，we have the funda－ mental equation

$$
\begin{equation*}
\bar{\omega}^{a} \bar{\omega}_{a}-n^{a} n_{a}=\xi^{a} \xi_{a}\left(\phi^{2}-\frac{1}{2} \nabla^{a} \xi^{b} \nabla_{a} \xi_{b}\right)_{0} \tag{18}
\end{equation*}
$$

This is the generalization to CKV＇s of a well－known equation for KV＇s，obtained first by Vishveshwara ${ }^{2}$ and later in a somewhat different manner by the application of the Frenet－Serret formalism to Killing trajecto－ ries．${ }^{11}$ The corresponding equation for $\xi^{a}$ a homothetic Killing vector has recently been obtained，where the Frenet－Serret equations are integrated explicitly，${ }^{12}$ similarly to Ref．11．Equation（18）states that the con－ formal stationary limit surface，$\Sigma_{0}$ ，where $\xi^{a}$ becomes null，is a null hypersurface if and only if $\bar{\omega}^{a}$ is also null （or the zero vector）on $\Sigma_{0}$

## 3．THE CONFORMAL KILLING HORIZON

For any hypersurface to constitute a portion of an event horizon，it is necessary that it be both null and geodesic．Of course there are further global conditions to be considered，but these are not of direct interest here．In the case of Schwarzschild spacetime，the static limit surface for time－translational Killing observers， where $\xi^{a}$ becomes null，coincides with the event hori－ zon．This is not the case for the Kerr spacetime due to the nonvanishing rotation associated with the time translational Killing vector．${ }^{2,3}$ As we have already pointed out，a similar conclusion is true for a CKV with rotation．

Hence we are faced with two options，the first being to assume that the rotation of $\xi^{a}$ vanishes．Failing this， we shall assume that there exists another CKV from which，with $\xi^{a}$ ，we can form a＂mixed CKV，＂say $\tilde{\xi}^{a}$ ， which has null or vanishing rotation on the stationary limit surface defined by $\tilde{\xi}^{a} \tilde{\xi}_{a}=0$ ．This is analogous to the＂mixed KV＂introduced in the Kerr spacetime by Vishveshwara ${ }^{2}$ and Carter．${ }^{3}$ In the following，we shall drop the tilde and simply denote the mixed CKV by $\xi^{a}$ ．

From the definition of the normal，$n_{a}$ to $\Sigma$ ，and Eq．（1）we can write

$$
\begin{equation*}
n_{a}=2 \phi \xi_{a}-\xi_{a^{\circ}}^{\prime} \tag{19}
\end{equation*}
$$

On the hypersurface $\Sigma_{0}$ ，we have both $\xi^{a}$ and $n^{a}$ null， with $\xi^{a} n_{a}=0$ as well．Since two nonzero orthogonal null vectors must be parallel，it follows that $n_{a}=\beta \xi_{a}$ for some scalar function $\beta\left(x^{c}\right)$ 。（In a similar way，it is ob－
vious that，on $\Sigma_{0}, \bar{\omega}^{a}$ is also parallel to $\xi_{a}$ ，unless it is the zero vector．）Equation（19）then implies that $\xi_{a}^{\prime}=h \xi_{a}$ for some scalar function $h\left(x^{c}\right)$ ，in which case $n_{a}=(2 \phi$ $-h) \xi_{a}$ ．Hence both $\xi^{a}$ and $n^{a}$ are parallel to a null geo－ desic tangent vector，and it follows that the hypersur－ face where both $\xi^{a} \xi_{a}$ and $\bar{\omega}^{a} \bar{\omega}_{a}$ vanish is null and geodesic．

The hypersurface $\Sigma_{0}$ then satisfies the local condi－ tions that it constitute a portion of an event horizon． That more，global，conditions are necessary is obvious from a consideration of the Minkowski and Robertson－ Walker spacetimes，both having the 15 parameter full conformal group．Some of their CKV＇s certainly define hypersurfaces which are null and geodesic，forming the past and future null cones of any typical observer． However they do not define a global horizon，which is consistent with our notion of the homogeneity properties of these spacetimes．Of course certain limiting null cones do define particle and event horizons，and these have been discussed by Rindler．${ }^{1}$

## 4．SURFACE GRAVITY

We have shown that $\xi_{a}^{\prime}=h \xi_{a}$ on the hypersurface $\Sigma_{0}$ 。 Of course this may also be so away from $\Sigma_{0}$ ，so that the CK trajectory is a nonnull geodesic，and for the timelike case represents free fall．This is illustrated by the HKV of Minkowski spacetime which has $h=\phi=1$ ．Since $\xi_{a}^{\prime}=h \xi_{a}$ implies $(h-\phi) \xi^{a} \xi_{a}=0$ ，then imposing $\xi_{a}^{\prime}=h \xi_{a}$ with $h \neq \phi$ implies that $\xi^{a}$ ，and hence $n^{a}$ and $\bar{\omega}^{a}$ ，are null and parallel．In our consideration of horizons we are only interested in $\Sigma_{0}$ and restrict ourselves to this hypersurface。

Let $\lambda$ be the parameter along the CK trajectory such that $\xi^{a}=d x^{a} / d \lambda$ 。（ $\lambda$ is the group parameter related to $\xi^{a}$ ．）If $\mu$ is the aff ine parameter along this curve，i．e．， such that $\left(d x^{a} / d \mu\right) \nabla_{a}\left(d x^{c} / d \mu\right)=0$ ，then the function $h$ is just $\left(d^{2} \lambda / d \mu^{2}\right) /(d \lambda / d \mu)$ ，relating the two parameters by a ＂relative acceleration．＂To derive an expression for $h$ ， we form $\xi_{a}^{\prime} \xi b=h^{2} \xi_{a} \xi_{b}$ ，and noting that $\xi_{a}^{\prime} \xi_{b}=\xi_{a} \xi_{b}^{\prime}$ on $\Sigma_{0}$ ， we obtain

$$
\begin{equation*}
h^{2} \xi_{b}=\left(\nabla^{a} \xi^{c}\right) \xi_{a} \nabla_{c} \xi_{b} \text { on } \Sigma_{0} \tag{20}
\end{equation*}
$$

Using Eqs．（1）and（6），we arrive at the relation on $\Sigma_{0}$

$$
\begin{equation*}
(h-\phi)^{2}=2 \phi^{2}-\frac{1}{2} \nabla^{a} \xi^{b} \nabla_{a} \xi_{b 0} \tag{21}
\end{equation*}
$$

To introduce the notion of surface gravity for the horizon，we must consider an acceleration．Since $\dot{u}^{a}$ becomes undefined on $\Sigma_{0}$ ，we consider a renormalized acceleration，$e u^{a}$ ，which remains well behaved on $\Sigma_{0}$ ， analogous to the renormalized rotation $\bar{\omega}^{a}$ 。In general， we have the relation

$$
\begin{equation*}
\xi^{a^{a}}=\phi \xi^{a}+e^{2 \dot{\omega} u^{a}}, \tag{22}
\end{equation*}
$$

so that $e^{2 \omega} \dot{u}^{a} \dot{u}_{a}=(h-\phi)^{2}$ on $\Sigma_{0}$ ．Defining $g$ ，the surface gravity，to be the norm of the renormalized accelera－ tion，it follows that

$$
\begin{equation*}
g^{2}=2 \phi^{2}-\frac{1}{2} \nabla^{a} \xi^{b} \nabla_{a} \xi_{b} \tag{23}
\end{equation*}
$$

on the hypersurface $\Sigma_{0} .{ }^{13}$ We can also use this as a definition of $g$ off $\Sigma_{0}$ ，and write Eq．（18）in the form

$$
\begin{equation*}
\bar{\omega}^{a} \bar{\omega}_{a}-n^{a} n_{a}=\left(g^{2}-\phi^{2}\right) \xi^{a} \xi_{a} . \tag{24}
\end{equation*}
$$

It is of some interest to consider the variation of $g$ along each CK trajectory generating the null hypersur－ face $\Sigma_{0}$ ．We make use of the identity for CKV＇s

$$
\begin{equation*}
\nabla_{c} \nabla_{a} \xi_{b}=\xi^{d} R_{d c a b}+g_{a b} \nabla_{c} \phi+g_{b c} \nabla_{a} \phi-g_{a c} \nabla_{b} \phi, \tag{25}
\end{equation*}
$$

where $R_{d c a b}$ is the Riemann curvature tensor．This is derived in the same manner as the more familiar iden－ tity for Killing vectors．Transvecting with $\xi^{c}$ ，it follows that

$$
\begin{equation*}
\left(\nabla_{a} \xi_{b}\right)^{\prime}=\phi^{\prime} g_{a t}-\xi_{a} \nabla_{b} \phi+\xi_{b} \nabla_{a} \phi, \tag{26}
\end{equation*}
$$

where the Reimann term vanishes due to the pair anti－ symmetry of $R_{\text {dcab }}$ ．By straightforward differentiation of Eq．（23）along the CK trajectory，using Eq．（26），we find

$$
\begin{equation*}
\left(g^{2}+\phi^{2}\right)^{\prime}=2 \xi^{a^{\prime}} \nabla_{a} \phi_{0} \tag{27}
\end{equation*}
$$

On the hypersurface $\Sigma_{0}$ ，where $\xi^{a^{\prime}}=h \xi^{a}$ and $g^{2}=(h-\phi)^{2}$ ， we then have the results

$$
\begin{equation*}
(h-2 \phi)^{\prime}=0 \quad \text { and } \quad(g-\phi)^{\prime}=0 \quad \text { on } \Sigma_{0}, \tag{28}
\end{equation*}
$$

where we adopt the sign convention $g=h-\phi$ ．For $\phi$ constant， i 。e．$\xi^{a}$ is a homothetic Killing vector，it fol－ lows that the surface gravity remains constant along each of the null HK curves generating $\Sigma_{0}$ ，while for a CKV，the surface gravity scales up or down with $\phi$ along the CK curves．In the latter case $\phi$ ，and hence $g$ ， is not necessarily constant on $\Sigma_{0}$ 。 This can be seen most directly from a consideration of Minkowski space－ time，where there are four CKV＇s with $\phi$ being pro－ portional to $t, x, y$ ，or $z$（Cartesian coordinates）．These $\phi$＇s are obviously not constant on $\Sigma_{0}$ ，which is in this case just the null cone．Of course this $\Sigma_{0}$ does not de－ fine a global horizon in this spacetime．Since $g-\phi$ （or $h-2 \phi$ ）is the conserved quantity along the null geodesic CK generators of $\Sigma_{0}$ ，one would also like to consider the variation of $g-\phi$ from one generator of $\Sigma_{0}$ to another，in analogy with the generalized Hawking－ Lichnerowicz theorem，${ }^{14}$ where the surface gravity was found to be constant over any connected component of a Killing horizon．The constancy of $g-\phi$ ，suggests that it is $g-\phi$ ，and not $g$ ，to which the temperature is pro－ portional for such possible horizons．${ }^{15}$

Following Boyer，${ }^{16}$ it is of interest to consider the possibility of the horizon becoming degenerate in the sense that $\nabla_{a}\left(\xi^{c} \xi_{c}\right)$ ，i．e．，$n_{a}$ ，becomes the zero vector． Since $n^{a}=(\phi-g) \xi^{a}$ ，and $(g-\phi)^{\prime}=0$ ，it follows that if the horizon is degenerate at any point along a CK generator， then it must be degenerate along the entire generator． Unlike the Killing horizon case，the surface gravity is not zero，being just $\phi$ ，which itself might not be constant on the generator．

Equations（18），（23），and（28）are generalizations of now familiar results for KV＇s and their associated hori－ zons，and should be of use in considering a wider range of models for dynamic problems，such as black or white holes or for models of locally inhomogeneous universes．One simple application of these results is to the self－similar spherically symmetric spacetimes considered by Carr and Hawking，${ }^{17}$ and other authors．${ }^{18}$ The existence of the horizon structure in these space－ times is most easily understood in terms of the exis－ tence of the similarity homothetic Killing vector．${ }^{19}$
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#### Abstract

A generalized framework is presented for analyzing the linearized equations for perturbations of inhomogeneous plasma equilibria in which there is a collisionless species, some properties of the solutions of the linearized equations are described, and a basis is provided for numerical computations of the linearized properties of such equilibria. It is useful to expand the perturbation potentials in eigenfunctions of the field operator which appears in the linearized equations, and to define a dispersion matrix whose analytical properties determine the nature of the solutions of the initial-value problem. It is also useful to introduce auxiliary functions to replace the usual perturbation distribution functions, and to expand the auxiliary functions in eigenfunctions of the equilibrium Liouville operators. By introducing the auxiliary functions, great freedom is achieved in the choice of the field operator which appears in the linearized equations. This freedom can be used in some problems to define expansion functions for the potentials that are particularly suitable for studying specific normal modes.


## I. INTRODUCTION

Although plasmas produced in the laboratory are always inhomogeneous and finite in extent, practical techniques have not been well developed for the theoretical determination of the linear response of a collisionless plasma to a small deviation from an inhomogeneous equilibrium. There is general interest in the solutions of the linearized equations for the evolution of inhomogeneous collisionless plasmas, and in useful techniques for approximating those solutions. There is also considerable practical interest in understanding kinetic effects in some current experiments that involve quite inhomogeneous plasmas at least one of whose particle species can be taken as collisionless. Examples of such experiments are highly diamagnetic pinches containing hot ions. ${ }^{1,2}$

The objective of this paper is to present a general framework for linearized analysis of inhomogeneous collisionless plasma equilibria, to describe some properties of the solutions of the linearized equations, and to provide a basis for obtaining approximate numerical solutions in a practicable way.

Generally speaking, the perturbations of the potentials or of the field functions appropriate to the problem at hand are represented as a linear combination of some basis functions of position with time-dependent coefficients. Then the evolution of the system can be described in terms of a dispersion matrix whose rows and columns are associated with the various basis functions. For example, in the case of a spatially uniform equilibrium of a one-dimensional electrostatic plasma, it is usual and appropriate to express the scalar potential as a Fourier series. Then the dispersion matrix is diagonal, with the result that each wavenumber in the perturbation can be analyzed separately. However, were the equilibrium spatially nonuniform, using a Fourier series for the potential would not yield a diagonal dispersion matrix and each wavenumber could not
be analyzed separately. It would be desirable to find a set of basis functions with which the dispersion matrix would be diagonal, or nearly so for the most important eigenfrequencies of the problem. The necessity of choosing a suitable set of basis functions for expanding the pqrturbation potentials is a central aspect of a linearized analysis for any inhomogeneous equilibrium. The optimal choice is a matter of physical intuition and experience, and it depends on what information is desired in the specific problem at hand. In the treatment that we present here, great freedom is allowed in the choice of basis functions for the perturbation potentials. This is achieved by replacing the perturbation distribution function for each particle species with an auxiliary function, which is the perturbation distribution function for that species plus a linear functional of the perturbation potentials. By this means, an arbitrary operator is introduced into the equation satisfied by the perturbation potentials, and the basis functions are taken as eigenfunctions of that operator.

If it is possible to find the auxiliary functions or, equivalently, the perturbation distribution functions as functionals of the perturbation potentials exactly, then it may not be useful to expand the auxiliary functions. However, this is usually not the case. Generally, it is also necessary to introduce basis functions for the phase space, functions of position and velocity or of position and canonical momentum, which are used to expand the auxiliary functions. To expand the auxiliary function for a particular particle species, we have found it advantageous for both analytical and numerical purposes to take basis functions for the phase space that are simultaneous eigenfunctions of the equilibrium Liouville operator and the equilibrium constants of the motion for that species. This is standard in the case of a spatially uniform equilibrium of an electrostatic plasma, although with that problem the procedure is usually described in different terms. By introducing the eigenfunctions of the equilibrium Liouville operator
in the general nonuniform case, we achieve a unified point of view that is very useful.

Techniques and results that we describe in this paper are being applied to the so-called Vlasov-fluid model, in which the ions are treated as collisionless and the electrons are approximated as a massless fluid ${ }^{3,4}$; they are also being used for investigating the stability of onedimensional BGK equilibria. ${ }^{5}$ The ideas have evolved from these applications and from earlier computational work on linearized behavior of perturbations of spatially uniform equilibria of collisionless plasmas in one dimension. ${ }^{6}$ Buneman and Holdren ${ }^{7}$ have used similar methods independently. Sedlaček ${ }^{8}$ has investigated the spectral properties of the Liouville operator.

In addition to its application to specific problems discussed in the preceding paragraph, our method gives an insight into some of the general properties of the linearized solutions of the initial-value problem in the neighborhood of an inhomogeneous equilibrium. We give a general formula, Eq. (IV.24) or Eq. (IV.26), for the dispersion matrix $D(\omega)$ which determines the character of the linearized solutions. The normal modes occur at complex frequencies $\omega$ where $D(\omega)$ has a zero eigenvalue; the form of the normal mode is determined by the corresponding eigenvector. For a completely Hamiltonian system, the form (IV. 26) of $D(\omega)$ shows that it is a formally Hermitian matrix function of $\omega$. From this it follows that the normal frequencies $\omega$ occur in conjugate pairs. The Hermitian property also implies a variational theorem for the normal frequencies. The form (IV.24) or (IV.26) shows that the elements of $D(\omega)$ are analytic except for branch points on the real axis at multiples of extreme frequencies in the unperturbed particle motions. Because of the cut along the real axis, the general linearized solution consists of a continuum of van Kampen modes with real frequencies in addition to possible discrete normal modes. In the stable case, where there are only van Kampen modes, the asymptotic form of the solution after long times is dominated by the character of $D(\omega)$ in the neighorhood of the branch points. This is in contrast to the homogeneous problem where the long-time solution may be dominated by a Landau-damped mode. Landau-damped modes can occur also in the inhomogeneous case, but there are always real branch points which dominate the asymptotic behavior. The present paper provides an initial approach to the study of general features of this sort for the inhomogeneous initialvalue problem.

In Sec. II we give the fundamental linearized equations for the perturbation distribution functions and potentials in the general case, define the class of auxiliary functions that we shall consider, and give the basic equations that determine the auxiliary functions and the perturbation potentials. These basic equations are also specialized to the important case in which the particle equations of motion and the equations for the potentials are derivable from the same Hamiltonian. The Laplace transform solutions for the auxiliary functions and potentials are obtained in Sec. III in two forms, one of which is of particular significance for numerical computations. Expansions of the auxiliary
functions and perturbation potentials are introduced in Sec. IV, and general properties of the dispersion matrix that enters the Laplace-transform solutions are derived. The important special case in which there is at most one nonignorable coordinate in the equilibrium is treated in more detail. Properties of the solution of the initial-value problem are discussed in Sec. V.

In Appendix A we discuss Hamilton's principle and give the Lagrange and Hamilton equations in a vector form. Three examples of systems to which the formalism of this paper can be applied are displayed in Appendix B: a one-dimensional electron gas, a threedimensional completely collisionless multispecies plasma, and the Vlasov-fluid model. We present a simple general proof of the anti-Hermiticity of the equilibrium Liouville operator in Appendix C. We discuss the eigenfunctions of the equilibrium Liouville operator in Appendix D, where we also obtain the eigenfunctions and eigenvalues explicitly for the case in which there is at most one nonignorable coordinate in the equilibrium. Finally, in Appendix E, we consider some properties of analytic matrix functions.

## II. THE FUNDAMENTAL EQUATIONS

In order to encompass the variety of situations to which the formalism in this paper is applicable, we begin by writing the basic equations in a general form. We consider a plasma which can be described by a linearized Boltzmann equation for each collisionless species s,

$$
\begin{align*}
{\left[\frac{\partial}{\partial t}+L_{:}\right] f_{s}^{(1)}(t) } & =\sum_{i} U_{s i}(t) \phi_{i}^{(1)}(t) \\
& =U_{s}(t) \phi^{(1)}(t), \tag{II.1}
\end{align*}
$$

where $t$ denotes time, and a set of field equations of the form

$$
\begin{equation*}
K(f) \phi^{(1)}(t)=\sum_{s} \delta_{s}^{\dagger} f_{s}^{(1)}(t) \tag{II.2}
\end{equation*}
$$

The quantities $L_{s}, U_{s}, K$, and $J_{s}^{\dagger}$ are linear operators, and ${ }^{\dagger}$ denotes adjoint. $f_{s}^{(1)}$ is the perturbation of a single-particle distribution function $f_{s}$ for species s about an equilibrium distribution function $f_{s}^{(0)}$ :

$$
\begin{equation*}
f_{s}=f_{s}^{(0)}+f_{s}^{(1)} . \tag{II.3}
\end{equation*}
$$

$\phi^{(1)}$ is the perturbation of an array $\phi$ of potential functions about an equilibrium array $\phi^{(0)}$ :

$$
\begin{equation*}
\phi=\phi^{(0)}+\phi^{(\mathbf{1})} . \tag{II.4}
\end{equation*}
$$

For example, the elements $\phi_{i}^{(1)}$ of $\phi^{(1)}$ could be the perturbation of the scalar potential and components of the perturbation of the vector potential for the electromagnetic field; or they might be any inear functionals of the perturbation electromagnetic potentials. The equilibrium quantities $f_{s}^{(0)}$ and $\phi^{(0)}$ do not depend on time.

In the general theory it often does not matter exactly what independent variables are chosen in addition to time, and it is often convenient to leave them unspecified. Accordingly, we use the notational convention that any given quantity will be denoted by a single symbol regardless of which independent variables are used and regardless of how the quantity is represented. When
we wish to specify a definite set of independent variables in terms of which a quantity is to be expressed, we shall include those variables as arguments with the symbol for the quantity. When an argument is indicated for an operator, it may mean that the operator involves one or more functions of the argument; or it may mean that the operator is a differential or integral operator with respect to the argument; or both of these meanings may be implied. It is frequently useful to represent a function as a column matrix whose elements are the coefficients for the expansion of the function as a linear combination of linearly independent basis functions. The corresponding matrix representation of an operator is a rectangular matrix. We shall use the same symbol to denote the matrix representation of a function or an operator that we use to denote the function or operator itself. These notational conventions will expedite our presentation. Sometimes, as in Eqs. (II.1)-(II.4), we shall indicate the argument $t$ explicitly but suppress all other arguments.

The quantity $f_{s}$ may be a distribution function for the phase space of position and canonical momentum or for the phase space of position and velocity. For most cases of interest, the two kinds of distribution function are proportional with a constant numerical factor of proportionality. However, this is not always true. Whichever kind of distribution function $f_{s}$ is, it can be expressed in terms of position coordinates and velocity components or in terms of position coordinates and canonical momenta equally well.
The operator $L_{s}$ is the equilibrium Liouville operator for species $s$. That is, the operator [ $\partial / \partial t+L_{s}$ ] acting on an explicit function of time and phase-space variables gives the total time rate of change of the function assuming that the phase-space variables change with time according to the equilibrium particle equations of motion for species $s$. Expressed in terms of position and velocity, $L_{s}$ is

$$
\begin{align*}
L_{s}(\mathrm{r}, \mathrm{v})= & \mathrm{v} \cdot \nabla_{\mathbf{r}}+\frac{Q_{s}}{M_{s}}\left[\mathbf{E}^{(0)}(\mathrm{r})+\frac{1}{c} \mathbf{v} \times \mathbf{B}^{(0)}(\mathbf{r})\right] \cdot \nabla_{\mathbf{v}} \\
& +\frac{1}{M_{s}} \mathbf{F}_{s}^{(0)}(\mathbf{r}, \mathrm{v}) \cdot \nabla_{\mathbf{v}} \tag{II.5}
\end{align*}
$$

where $\mathbf{E}^{(0)}(\mathbf{r})$ and $\mathbf{B}^{(0)}(\mathbf{r})$ are the equilibrium electric and magnetic fields, $Q_{s}$ and $M_{s}$ are the charge and mass per particle of species $s, c$ is the speed of light, and $F_{s}^{(0)}(\mathbf{r}, \mathrm{v})$ is any force acting in equilibrium on a particle of species $s$ in addition to the Lorentz force. We assume that $\mathbf{F}_{s}^{(0)}(\mathrm{r}, \mathrm{v})$ is derivable from a generalized potential. We also assume that the array of potential functions $\phi$ has been so chosen that $\mathrm{E}^{(0)}, \mathrm{B}^{(0)}$, and $\mathbf{F}_{s}^{(0)}$ can be determined from $\phi^{(0)}$. The operator $U_{s}$ is an array, of dimension equal to that of $\phi^{(1)}$, whose elements, $U_{s i}$, are linear operators which act on functions of configuration space and time to produce functions of the phase-space variables and time. In Eq. (II. 1), $U_{s}$ acts on the array of perturbation potentials to give the total time derivative of the perturbation of the distribution function for species $s$. We refer to $K$ as a field operator; it is a linear operator on the array $\phi^{(1)}$, and its elements are linear operators in the space of position and time. The operator $J_{s}^{\dagger}$ acts on functions of the
phase-space variables and time to produce functions of configuration space and time. It is an integral operator with respect to velocity or canonical momentum, but most of our development does not depend on that fact. In Eq. (II. 2), $J_{s}^{\dagger} f_{s}^{(1)}$ is the contribution to the source for $\phi^{(1)}$ due to the perturbation of the distribution function for species $s$. (The operators $U_{s}$ and $J_{s}$ provide a connection between configuration space and the phase space; they can be represented by rectangular matrices. The adjoint of an operator that produces a function in the phase space by operating on a function in configuration space is an operator that does the reverse; it produces a function in configuration space by operating on a function in the phase space. We adopt the convention that an operator which produces a function in the phase space by operating on a function in configuration space be denoted by a symbol without a dagger.) In terms of position and velocity, we take $J_{s}^{\dagger} f_{s}^{(1)}$ to be of the form

$$
\begin{equation*}
J_{s}^{\dagger}(\mathbf{r}, \mathbf{v}) f_{s}^{(1)}(\mathbf{r}, \mathbf{v}, t)=\int d^{3} \mathbf{v} \mathscr{g}_{s}(\mathbf{r}, \mathbf{v}) f_{s}^{(1)}(\mathbf{r}, \mathbf{v}, t) \tag{II.6}
\end{equation*}
$$

The operators $K$ and $U_{s}$ may involve the time differentiation operator $\partial / \partial t$, but we do not allow the time $t$ to enter these operators in any other way. Each of the examples that we have considered is consistent with this restriction; and it is required if the equations are to be invariant under time translation. Although invariance under time translation would not rule out the possibility that even $J_{s}^{\dagger}$ involve time differentiation, nevertheless we do not allow that possibility. We shall assume that $J_{s}^{\dagger}$ is completely time-independent. However, it should be noted that our subsequent development could be modified easily to include time differentiation in $J_{s}^{\dagger}$ if that situation were to occur in a problem of interest.

If all of the particle species are collisionless, then the linearized equations certainly have the form of Eqs. (II.1) and (II.2). Sometimes equations of the form of Eqs. (II.1) and (II.2) can describe a plasma in which one or more species are not collisionless. This is the case with the Vlasov-fluid model, ${ }^{3,4}$ in which the effect of the electrons is manifested in the form of the coupled equations for the perturbed distribution function of the collisionless ions and the perturbed vector potential. In order to render the meaning of the quantities in Eqs. (II.1) and (II.2) more concrete, in Appendix B we give examples of three systems whose governing equations are of this form. For the present, let it suffice that we do consider systems whose governing equations are of the form of Eqs. (Il.1) and (II.2), and that many plasmas are of that type.

We now modify Eqs. (II. 1) and (II. 2) by introducing an auxiliary function $g_{s}$, depending on the phase-space variables and time, to replace $f_{s}^{(1)}$; the definition of $g_{s}$ is

$$
\begin{align*}
g_{s}(t) & =f_{s}^{(1)}(t)-\sum_{i} P_{s i}(t) \phi_{i}^{(1)}(t) \\
& =f_{s}^{(1)}(t)-P_{s}(t) \phi^{(1)}(t), \tag{II.7}
\end{align*}
$$

where $P_{s}(t)$ is an array, of dimension equal to that of $\phi^{(1)}$, whose elements, $P_{s i}(t)$, are linear operators in the space of the phase-space variables and time. The equations for $g_{s}$ and $\phi^{(1)}$, obtained by using Eq. (II.7) to eliminate $f_{s}^{(1)}$ in Eqs. (II.1) and (II. 2), are

$$
\begin{align*}
& {\left[\frac{\partial}{\partial t}+L_{s}\right] g_{s}(t) }=\sum_{i} W_{s i}(l) \phi_{i}^{(1)}(t) \\
&=W_{s}(t) \phi^{(1)}(t)  \tag{II.8}\\
& \Lambda_{\phi}^{(1)}(t)=\sum_{s} s_{s}^{\dagger} g_{s}(t) \tag{II.9}
\end{align*}
$$

where

$$
\begin{align*}
& W_{s}(t)=U_{s}(t)-\left[\frac{\partial}{\partial t}+L_{s}\right] P_{s}(t)  \tag{II.10}\\
& \Lambda=K(t)-\Sigma_{s} J_{s}^{\dagger} P_{s}(t) \tag{II،11}
\end{align*}
$$

There is an important restriction that we impose on the time dependence of $P_{s}(t)$. The new field operator, $\Lambda$, which replaces the old field operator, $K(t)$, is required not to involve time in any way; it is not a differential operator with respect to time. The motivation for defining the functions $g_{s}$ as in Eq。(II. 7) is that the new field operator $\Lambda$ in Eq. (Il. 9) can be chosen arbitrarily, by appropriate choice of the linear operators $P_{s}$. If, for a specific problem, $\phi^{(1)}$ can be adequately represented by a linear combination of a few of the eigenfunctions of $\Lambda$, then Eqs. (II. 8) and (II. 9) can be solved conveniently by expanding $\phi^{(1)}$ in terms of the eigenfunctions of $\Lambda$ and retaining only a few terms in the expansion. This can be of considerable practical importance. Of course, the question still remains how to choose $\Lambda$ such that it will be useful in a given problem, and that is a very important question of physics. The purpose of this paper is to provide a framework for treating Eqs. (Il. 8) and (II.9) once $\Lambda$ has been chosen, and to point out the value of seeking appropriate new field operators that are generated by the auxiliary functions $g_{s}$. These ideas have served well in a numerical application of the Vlasov-fluid model to screw pinches ${ }^{4}$ and in a study of the stability properties of one-dimensional BGK equilibria. ${ }^{5}$

Some of the systems to which the theory in this paper applies are completely Hamiltonian; that is, the particle equations of motion for each collisionless species and the field equations can be derived from Hamilton's principle by using a single Lagrangian. We assume that the equations of motion for the particles can always be derived from a Lagrangian. However, for some of the systems that we consider, like the Vlasov-fluid model, ${ }^{3,4}$ the field equations and the particle equations of motion cannot both be derived from the same Lagrangian; in fact, it may be that the field equations for a given problem cannot be derived from any Lagrangian. In the remainder of this section, we indicate how the operators $L_{s}$ and $U_{s}$ are related to the particle Hamiltonian, and how the operator $J_{s}^{+}$is related to the particle Hamiltonian for systems that are completely Hamiltonian. Some further details and background information can be found in Appendix A.

Let $L_{s}[\mathbf{r}, \dot{\mathbf{r}}, \phi(\mathbf{r}, t)]$ be the Lagrangian for a particle of species $s$ with position vector $r$ and velocity vector $\dot{\mathbf{r}}$. Considering $L_{s}$ to be an explicit function of the arguments $\mathbf{r}, \dot{\mathbf{r}}$, and $\phi$, it is convenient to define a canonical momentum vector $\rho$ by

$$
\begin{equation*}
\rho=\boldsymbol{\nabla}_{\mathbf{r}} L_{s}[\mathbf{r}, \dot{\mathbf{r}}, \phi(\mathbf{r}, t)], \tag{II.12}
\end{equation*}
$$

where $\nabla_{\mathbf{r}}$ is the gradient with respect to the velocity variables holding $\mathbf{r}$ and $\phi$ fixed. The components of $\rho$
are simply related to the usual canonical momenta $p_{j}$ as follows. Suppose that we use an orthogonal coordinate system whose unit vectors are $\hat{\mathbf{e}}_{j}(\mathbf{r})$, that the coordinate associated with $\hat{\mathbf{e}}_{j}$ is denoted by $q_{j}$, and that the derivative of $\mathbf{r}$ with respect to $q_{j}$ is expressed as usual in terms of a function $h_{j}(\mathbf{r})$ by

$$
\begin{equation*}
\frac{\partial \mathbf{r}}{\partial q_{j}}=h_{j}(\mathbf{r}) \hat{\mathbf{e}}_{j}(\mathbf{r}) \tag{II.13}
\end{equation*}
$$

If we specify the dependence of $L_{s}$ on $\dot{\mathbf{r}}$ by means of the variables $\dot{q}_{j}$, then the usual canonical momentum $p_{j}$ is defined by

$$
\begin{equation*}
p_{j}=\frac{\partial L_{s}}{\partial \dot{q}_{j}} ; \tag{II.14}
\end{equation*}
$$

it is related to the $j$ th component of $\rho$ by

$$
\begin{equation*}
\rho_{j}=\hat{\mathbf{e}}_{j} \cdot \rho=p_{j} / h_{j} . \tag{1l.15}
\end{equation*}
$$

Thus, if the coordinate system is Cartesian, the components of $\rho$ are the usual canonical momenta. The particle Hamiltonian corresponding to $L_{s}$ is defined by

$$
\begin{equation*}
H_{s}[\mathbf{r}, \rho, \phi(\mathbf{r}, t)]=\boldsymbol{\rho} \circ \dot{\mathbf{r}}-L_{s}[\mathbf{r}, \dot{\mathbf{r}}, \phi(\mathbf{r}, t)] ; \tag{II.16}
\end{equation*}
$$

and Hamilton's equations, written in vector form, are

$$
\begin{align*}
& \dot{\mathrm{r}}=\nabla_{\boldsymbol{\rho}} H_{s} \\
& \dot{\rho}=-\nabla_{\mathbf{r}} H_{s}-\sum_{i}\left(\nabla \phi_{i}\right) \frac{\partial H_{s}}{\partial \phi_{i}}=-\nabla_{\mathbf{r}} H_{s}-(\nabla \phi) \frac{\partial H_{s}}{\partial \phi} \tag{II.17}
\end{align*}
$$

In these equations $H_{s}$ is considered to be an explicit function of $\mathbf{r}, \rho$, and $\phi ; \nabla_{\mathbf{r}}$ is the position gradient holding $\rho$ and $\phi$ fixed; $\nabla_{\rho}$ is the canonical momentum gradient holding $r$ and $\phi$ fixed; and $\nabla$ is the usual gradient for functions of position. The quantity $\partial H_{s} / \partial \phi$ is an array whose elements are $\partial H_{s} / \partial \phi_{i}$ 。 The vector form of Hamilton's equations is equivalent to the usual scalar form

$$
\begin{align*}
& \dot{q}_{j}=\frac{\partial H_{s}}{\partial p_{j}} \\
& \dot{p}_{j}=-\frac{\partial H_{s}}{\partial q_{j}}-\Sigma_{i} \frac{\partial \phi_{i}}{\partial q_{j}} \frac{\partial H_{s}}{\partial \phi_{i}} \tag{II,18}
\end{align*}
$$

A more detailed discussion of the vector form of the Hamilton and Lagrange equations is given in Appendix A.
If $f_{s}$ is the distribution function for the phase space of position and canonical momentum, it satisfies the following collisionless Boltzmann equation:

$$
\begin{equation*}
\frac{\partial f_{s}}{\partial t}+\left(\nabla_{\mathbf{r}} f_{s}\right) \cdot\left(\nabla_{\rho} H_{s}\right)-\left(\nabla_{\rho} f_{s}\right) \cdot\left(\nabla_{\mathbf{r}} H_{s}+(\nabla \phi) \frac{\partial H_{s}}{\partial \phi}\right)=0 \tag{II.19}
\end{equation*}
$$

where, as in Eq. (II. 17), a sum over the elements $\phi_{i}$ of $\phi$ is implied in the last term. The equilibrium distribution function is a solution of the zeroth-order part of this equation:

$$
\begin{equation*}
L_{s}(\mathbf{r}, \boldsymbol{\rho}) f_{s}^{(0)}(\boldsymbol{r}, \boldsymbol{\rho})=0 . \tag{11.20}
\end{equation*}
$$

The definition of the equilibrium Liouville operator in terms of position and canonical momentum is

$$
\begin{align*}
L_{s}(\mathbf{r}, \rho) G(\mathbf{r}, \rho)= & \left(\nabla_{\mathbf{r}} G\right) \cdot\left(\nabla_{\rho} H_{s}\right) \\
& -\left(\nabla_{\rho} G\right) \cdot\left[\nabla_{\mathbf{r}} H_{s}+\left(\nabla \phi^{(0)}\right) \frac{\partial H_{s}}{\partial \phi^{(0)}}\right] \tag{II.21}
\end{align*}
$$

where $G(r, \rho)$ is any function. [When we work to zeroth or first order in the perturbed quantities, as in Eqs. (II.20) and (II.21), we need only be concerned with particle motion in the equilibrium potentials. See Ref. 12 with regard to this.]

It is frequently useful to use the canonical coordinates and momenta explicitly, as we shall in Sec. IV. Let $q$ denote the set of coordinates $q_{j}$, and $p$ denote the set of their conjugate momenta $p_{j}$. If we consider $G(q, p)$ to be any explicit function of $q$ and $p$, then $L_{s} G$ is given by
$L_{s} G(q, p)=\sum_{j}\left[\frac{\partial G}{\partial q_{j}} \frac{\partial H_{s}}{\partial p_{j}}-\frac{\partial G}{\partial p_{j}}\left(\frac{\partial H_{s}}{\partial q_{j}}+\frac{\partial \phi^{(0)}}{\partial q_{j}} \frac{\partial H_{s}}{\partial \phi^{(0)}}\right)\right]$.
(If $G$ depends explicitly on $\phi^{(0)}$, the corresponding terms must be added.) This expresses the well-known fact that $L_{s} G$ is the Poisson bracket $\left\{G, H_{s}\right\}$. The equivalence of EqS. (II. 21) and (II.22) can be demonstrated directly by deriving expressions for $\nabla_{r}$ and $\nabla_{\rho}$ as indicated in the discussion following Eq. (A. 12), and by using the identity

$$
\begin{aligned}
&\left(h_{l} \hat{\mathbf{e}}_{l}\right) \cdot\left[\nabla\left(h_{j} \hat{\mathbf{e}}_{j}\right)\right] \cdot\left(\frac{1}{h_{i}} \hat{\mathbf{e}}_{i}\right)-\left(h_{j} \hat{\mathbf{e}}_{j}\right) \cdot\left[\nabla\left(h_{l} \hat{\mathbf{e}}_{l}\right)\right] \cdot\left(\frac{1}{h_{i}} \hat{\mathbf{e}}_{i}\right) \\
&=-\left(h_{l} \hat{\mathbf{e}}_{l}\right) \cdot\left[\nabla\left(\frac{1}{h_{i}} \hat{\mathbf{e}}_{i}\right)\right] \cdot\left(h_{j} \hat{\mathbf{e}}_{j}\right) \\
&+\left(h_{j} \hat{\mathbf{e}}_{j}\right) \cdot\left[\nabla\left(\frac{1}{h_{i}} \hat{\mathbf{e}}_{i}\right)\right] \cdot\left(h_{l} \hat{\mathbf{e}}_{l}\right) \\
&=-\left(h_{l} \hat{\mathbf{e}}_{l}\right) \cdot\left\{\left(h_{j} \hat{\mathbf{e}}_{j}\right) \times\left[\nabla \times\left(\frac{1}{h_{i}} \hat{\mathbf{e}}_{i}\right)\right]\right\}=0 .
\end{aligned}
$$

The perturbation distribution function $f_{s}^{(1)}$ satisfies the first-order part of Eq. (II. 19),

$$
\begin{align*}
{\left[\frac{\partial}{\partial t}+L_{s}(\mathbf{r}, \rho)\right] f_{s}^{(1)}=} & -\left(\frac{\partial L_{s}}{\partial \phi^{(0)}} f_{s}^{(0)}\right) \phi^{(\mathbf{1})} \\
& +\left(\nabla_{\rho} f_{s}^{(0)}\right) \cdot\left(\nabla \phi^{(\mathbf{1})}\right) \frac{\partial H_{s}}{\partial \phi^{(0)}} \tag{II.23}
\end{align*}
$$

which is of the form (II. 1). The quantity $\left[\left(\partial L_{s} / \partial \phi^{(0)}\right) f_{s}^{(0)}\right]$ is defined by

$$
\begin{align*}
&\left(\frac{\partial L_{s}}{\partial \phi^{(0)}} f_{s}^{(0)}\right) \\
&=\left(\nabla_{\mathbf{r}} f_{s}^{(0)}\right) \cdot\left(\nabla_{\rho} \frac{\partial H_{s}}{\partial \phi^{(0)}}\right) \\
&-\left(\nabla_{\rho} f_{s}^{(0)}\right) \cdot\left[\left(\nabla_{\mathbf{r}} \frac{\partial H_{s}}{\partial \phi^{(0)}}\right)+\left(\nabla \phi^{(0)}\right) \frac{\partial^{2} H_{s}}{\partial \phi^{(0)^{2}}}\right] \\
&= \sum_{j}\left\{\frac{\partial f_{s}^{(0)}}{\partial q_{j}} \frac{\partial^{2} H_{s}}{\partial p_{j} \partial \phi^{(0)}}\right. \\
&\left.-\frac{\partial f_{s}^{(0)}}{\partial p_{j}}\left[\frac{\partial^{2} H_{s}}{\partial q_{j} \partial \phi^{(0)}}+\frac{\partial \phi^{(0)}}{\partial q_{j}} \frac{\partial^{2} H_{s}}{\partial \phi^{()^{2}}}\right]\right\} \tag{II.24}
\end{align*}
$$

The large parentheses on the left side of the equation are used to indicate that the differential operators in $\partial L_{s} / \partial \phi^{(0)}$ act only on $f_{s}^{(0)}$. Comparing EqS. (II. 1) and (II.23), we see that $U_{s}$ can be written as

$$
\begin{align*}
U_{s} & =-\left[\frac{\partial L_{s}}{\partial \phi^{(0)}} f_{s}^{(0)}\right]+\frac{\partial H_{s}}{\partial \phi^{(0)}}\left(\nabla_{\rho} f_{s}^{(0)}\right) \circ \nabla \\
& =-\left[\frac{\partial L_{s}}{\partial \phi^{(0)}} f_{s}^{(0)}\right]+\frac{\partial H_{s}}{\partial \phi^{(0)}} \sum_{j}\left[\frac{\partial f_{s}^{(0)}}{\partial p_{j}} \frac{\partial}{\partial q_{j}}\right] \tag{II.25}
\end{align*}
$$

It must be remembered throughout that $\nabla_{r}$ and $\nabla_{\rho}$ are gradient operators holding the array of potentials fixed. Note that $U_{s}$ does not contain the operator $\partial / \partial t$ if the variables $r$ and $\rho$ are used; if the variables $r$ and $v$ are used, $U_{s}$ may contain $\partial / \partial t$. See the note added in proof, Ref. 13.

In terms of the variables $\mathbf{r}$ and $\rho$, we take the quantity $J_{s}^{\dagger} f_{s}^{(1)}$ that appears in Eq. (II。2) to be of the form

$$
\begin{equation*}
J_{s}^{\dagger}(\mathbf{r}, \rho) f_{s}^{(1)}(\mathbf{r}, \rho, t)=\int d^{3} \rho y_{s}(\mathbf{r}, \rho) f_{s}^{(1)}(\mathbf{r}, \rho, t) \tag{II,26}
\end{equation*}
$$

quite analogously to Eq. (II.6). For completely Hamiltonian systems $g_{s}$ can be written as

$$
\begin{equation*}
y_{s}=\frac{\partial H_{s}}{\partial \phi^{(0)}} \tag{11,27}
\end{equation*}
$$

When relation (II. 27) applies, there are some special features of the solution of the linearized problem. These will be developed later in the paper. A proof of Eq. (II.27) can be found in Appendix A. Further discussion of Hamiltonian aspects of the systems treated in this paper is given in Appendices $A$ and $C$.

The equilibrium distribution function can be expressed as an explicit function of constants of the motion for the equilibrium Hamiltonian,

$$
\begin{equation*}
f_{s}^{(0)}(\boldsymbol{r}, \rho)=\exists_{s}\left[H_{s}\left(q, p, \phi^{(0)}\right), I_{s}(q, p)\right] \tag{II.28}
\end{equation*}
$$

One of the constants of the motion is $H_{s}\left[q, p, \phi^{(0)}\right]$ itself. In addition, the equilibrium distribution function may depend on other constants of the motion, which we label with an index $k$ and denote by $I_{s}^{(k)}(q, p)$; we denote the set of invariants $I_{s}^{(k)}(q, p)$ by $I_{s}(q, p)$. As is indicated by the notation, we are now considering $H_{s}$ to be an explicit function of $q, p$, and $\phi^{(0)}$. We have required in Eq. (II.20) that $f_{s}^{(0)}$ be an exact equilibrium solution. However, we note that only a rather small modification of the discussion in this paper would be required to include equilibria which are approximate due to at least one of the constants of the motion $l_{s}^{(k)}$ being an adiabatic invariant instead of exact. In that case, we would allow the right hand side of Eq. (II. 20) to be $O(\epsilon)$, where $\epsilon$ is a smallness parameter of the order of the perturbation quantities. If an approximate constant of the motion were a second-order adiabatic invariant, so that the right-hand side of Eq. (II. 20) were $O\left(\epsilon^{2}\right)$, then our formalism could be applied without change, as if the constant of the motion were exact. In any event, if we express $f_{s}^{(0)}$ explicitly in terms of $H_{s}$ and $I_{s}$ as in Eq. (II.28), then $U_{s}$ can be written as

$$
\begin{align*}
U_{s}= & \frac{\partial \mathcal{F}_{s}}{\partial H_{s}}\left[\left(L_{s} \frac{\partial H_{s}}{\partial \phi^{(0)}}\right)+\sum_{j} \frac{\partial H_{s}}{\partial \phi^{(0)}} \frac{\partial H_{s}}{\partial p_{j}} \frac{\partial}{\partial q_{j}}\right] \\
& -\sum_{k} \frac{\partial f_{s}}{\partial I_{s}^{(k)}} \sum_{j}\left\{\frac{\partial I_{s}^{(k)}}{\partial q_{j}} \frac{\partial^{2} H_{s}}{\partial p_{j} \partial \phi^{(0)}}\right. \\
& \left.-\frac{\partial I_{s}^{(k)}}{\partial p_{j}}\left[\frac{\partial^{2} H_{s}}{\partial q_{j} \partial \phi^{(0)}}+\frac{\partial \phi^{(0)}}{\partial q_{j}} \frac{\partial^{2} H_{s}}{\partial \phi^{(0) 2}}+\frac{\partial H_{s}}{\partial \phi^{(0)}} \frac{\partial}{\partial q_{j}}\right]\right\} \tag{II.29}
\end{align*}
$$

## A. Specialization to global invariants

A case of great interest and applicability is that in which the invariant $I_{s}^{(k)}(q, p)$ is precisely $p_{k}$, the momentum conjugate to an ignorable coordinate $q_{k}$, for each value of $k$. Then $f_{s}^{(0)}$ is expressible completely as a function of the Hamiltonian and of the canonical momenta associated with spatial symmetries of the Hamiltonian. In Sec. IV, we shall restrict attention to this case and make use of special properties associated with it. Specializing to this case, we take

$$
\begin{equation*}
I_{s}^{(k)}(q, p)=p_{k} \tag{II.30}
\end{equation*}
$$

where $p_{k}$ is the momentum conjugate to an ignorable coordinate $q_{k}$, and write

$$
\begin{equation*}
f_{s}^{(0)}(\mathrm{r}, p)=\exists_{s}\left[H_{s}\left(q, p, \phi^{(0)}\right),\left\{p_{k}\right\}\right] \tag{11,31}
\end{equation*}
$$

indicating that we consider $\exists_{s}$ to be an explicit function of $H_{s}$ and of conserved momenta $p_{k}$. In order to simplify subsequent formulas, henceforth we shall use the index $k$ exclusively for ignorable coordinates and their conjugate momenta, and sums over $k$ should be understood to run only over the ignorable variables. The symbols $q$ and $p$ will continue to denote the sets of all the canonical coordinates and momenta, nonignorable as well as ignorable.

With this specialization, the operator $U_{s}$ is simplified considerably. The derivatives $\partial I_{s}^{(k)} / \partial q_{j}$ obviously vanish. In addition, because $q_{k}$ is ignorable, neither $\phi^{(0)}$ nor $\partial H_{s} / \partial \phi^{(0)}$ depends on $q_{k}$, and their derivatives with respect to $q_{k}$ vanish. Therefore $U_{s}$ can be written simply as

$$
\begin{align*}
U_{s}= & \frac{\partial f_{s}}{\partial H_{s}}\left[\left(L_{s} \frac{\partial H_{s}}{\partial \phi^{(0)}}\right)+\sum_{j} \frac{\partial H_{s}}{\partial \phi^{(0)}} \frac{\partial H_{s}}{\partial p_{j}} \frac{\partial}{\partial q_{j}}\right] \\
& +\sum_{k} \frac{\partial 7_{s}}{\partial p_{k}} \frac{\partial H_{s}}{\partial \phi^{(0)}} \frac{\partial}{\partial q_{k}} \tag{1I.32}
\end{align*}
$$

An interesting choice of the quantity $P_{s}$ in the transformation (II.7), discovered independently by Holdren, ${ }^{7}$ is

$$
\begin{equation*}
P_{s}=\frac{\partial 7_{s}}{\partial H_{s}} \frac{\partial H_{s}}{\partial \phi^{(0)}} \tag{II.33}
\end{equation*}
$$

With this choice, the operator $W_{s}$ defined by Eq. (II. 10) becomes

$$
\begin{align*}
W_{s} & =U_{s}-P_{s} \frac{\partial}{\partial t}-P_{s} L_{s}-\left(L_{s} P_{s}\right) \\
& =U_{s}-\frac{\partial \mathcal{F}_{s}}{\partial H_{s}}\left[\frac{\partial H_{s}}{\partial \phi^{(\sigma)}} \frac{\partial}{\partial t}+\frac{\partial H_{s}}{\partial \phi^{(\theta)}} \sum_{j} \frac{\partial H_{s}}{\partial p_{j}} \frac{\partial}{\partial q_{j}}+\left(L_{s} \frac{\partial H_{s}}{\partial \phi^{(0)}}\right)\right] \\
& =\frac{\partial H_{s}}{\partial \phi^{(0)}}\left(\sum_{k} \frac{\partial \mathcal{F}_{s}}{\partial p_{k}} \frac{\partial}{\partial q_{k}}-\frac{\partial \mathcal{F}_{s}}{\partial H_{s}} \frac{\partial}{\partial t}\right) \tag{II.34}
\end{align*}
$$

In obtaining this expression. we have employed the fact that $W_{s}$ acts only on field functions-that is, on functions which do not depend on the momenta $p_{j}$. Formally, this choice of $P_{s}$ has explicitly brought out in $W_{s}$ the analogy between time and energy on the one hand and conjugate pairs of coordinates and momenta on the other. This will prove especially convenient in Sec. IV for making the Hermitian character of the dispersion matrix $D$ explicit. Physically,

$$
P_{s} \phi^{(1)}=\frac{\partial f_{s}}{\partial H_{s}} \frac{\partial H_{s}}{\partial \phi^{(0)}} \phi^{(1)}
$$

would be the perturbation distribution function $f_{s}^{(1)}$ that solves Eq. (II.1) if $\phi^{(1)}$ were time-independent and also independent of the ignorable coordinates $q_{k}$. This is evident because the condition for $P_{s} \phi^{(1)}$ to solve $E q$ 。 (II. 1) is $W_{s} \phi^{(1)}=0$, which is satisfied if $\left(\partial f_{s} / \partial p_{k}\right)\left(\partial \phi^{(1)} /\right.$ $\left.\partial q_{k}\right)=0$ and $\left(\partial 7_{s} / \partial H_{s}\right)\left(\partial \phi^{(1)} / \partial t\right)=0$. Thus the auxiliary function $g_{s}$ defined by Eq. (II. 7) with this choice of $P_{s}$ is the nonadiabatic part of $f_{s}^{(1)}$, and this choice may be expected to be useful for studying the low-frequency behavior of some systems.

## III. THE INITIAL VALUE PROBLEM

We now turn to the solution of EqS. (II. 8) and (II.9) for the evolution of the auxiliary functions $g_{s}$ and the potential functions $\phi_{i}^{(1)}$. The solution will be in terms of Laplace transforms $\hat{g}_{s}(\omega)$ and $\hat{\phi}^{(1)}(\omega)$ of $g_{s}(t)$ and $\phi^{(1)}(t)$ :
$g_{s}(t)=(2 \pi)^{-1} \int_{C} d \omega e^{-i \omega t} \hat{g}_{s}(\omega), \quad \hat{g}_{s}(\omega)=\int_{0}^{\infty} d t e^{i \omega t} g_{s}(\prime)$,
$\phi^{(1)}(t)=(2 \pi)^{-1} \int_{C} d \omega e^{-i \omega t} \hat{\phi}^{(1)}(\omega), \quad \hat{\phi}^{(1)}(\omega)=\int_{0}^{\infty} d t e^{i \omega t} \phi^{(1)}(l)$
where $C$ is a suitable Bromwich contour. The operator $W_{s}$ may contain the time differentiation operator $\partial / \partial t$, but it does not involve time in any other way. Therefore, the Laplace-transform representation of $W_{s} \phi^{(1)}$ may be written as

$$
\begin{equation*}
W_{s}(t) \phi^{(1)}(t)=(2 \pi)^{-1} \int_{C} d \omega e^{-i \omega t}\left[\hat{W}_{s}(\omega) \hat{\phi}^{(1)}(\omega)+\Phi_{s}(\omega)\right] \tag{HII,3}
\end{equation*}
$$

where $\hat{W}_{s}(\omega)$ equals the result of substituting $-i \omega$ for $\partial / \partial t$ in $W_{s}(t)$, and where $\Phi_{s}(\omega)$ can be constructed from $\phi^{(1)}(t)$ and its time derivatives evaluated at $t=0$. The operators $\Lambda$ and $J_{s}^{\dagger}$ do not involve time at all.

The equations for the Laplace transforms $\hat{g}_{s}(\omega)$ and $\hat{\phi}^{(1)}(\omega)$ that are implied by Eqs. (II. 8) and (Il.9) are
$\left[L_{s}-i \omega\right] \hat{g}_{s}(\omega)=\hat{W}_{s}(\omega) \hat{\phi}^{(1)}(\omega)+\left[\Phi_{s}(\omega)+g_{s}(0)\right]$, and

$$
\begin{equation*}
\Lambda \hat{\phi}^{(1)}(\omega)=\Sigma_{s} J_{s}^{\dagger} \hat{g}_{s}(\omega) \tag{III.5}
\end{equation*}
$$

Equations (III. 4) and (III. 5) can be solved by first eliminating $\hat{g}_{s}$ to obtain an equation for $\hat{\phi}^{(1)}$, and then substituting the solution for $\hat{\phi}^{(1)}$ into Eq. (III.4) to obtain an equation for $\hat{g}_{s}$. The result is

$$
\begin{align*}
& \hat{\phi}^{(1)}(\omega)=D^{-1}(\omega)\left\{\Sigma_{s} J_{s}^{\dagger}\left[L_{s}-i \omega\right]^{-1}\left[\Phi_{s}(\omega)+g_{s}(0)\right]\right\},  \tag{III.6}\\
& \hat{g}_{s}(\omega)= {\left[L_{s}-i \omega\right]^{-1} \hat{W}_{s}(\omega) D^{-1}(\omega)\left\{\Sigma_{s^{\prime}} J_{s^{\prime}}^{\dagger}\left[L_{s^{\prime}}-i \omega\right]^{-1}\right.} \\
&\left.\times\left[\Phi_{s^{\prime}}(\omega)+g_{s^{\prime}}(0)\right]\right\}+\left[L_{s}-i \omega\right]^{-1}\left[\Phi_{s}(\omega)+g_{s}(0)\right], \tag{III.7}
\end{align*}
$$

where

$$
\begin{equation*}
D(\omega)=\Lambda-\Sigma_{s} J_{s}^{\dagger}\left[L_{s}-i \omega\right]^{-1} \hat{W}_{s}(\omega) \tag{III.8}
\end{equation*}
$$

The contour $C$ for the Laplace transforms must be above all singularities of $\hat{\phi}^{(1)}(\omega)$ and $\hat{g}_{s}(\omega)$. In this connection we note that $L_{s}$ is anti-Hermitian, so that its eigenvalues are purely imaginary. A simple general proof of the anti-Hermiticity of $L_{s}$ is presented in Appendix C. We
call $D(\omega)$ the dispersion operalor. It is independent of the operators $P_{s}(l)$ in terms of which $\Lambda$ and $W_{s}(l)$ were defined by Eqs. (II.10) and (II.11). That is, $D(\omega)$ can also be written as

$$
\begin{equation*}
D(\omega)=\hat{K}(\omega)-\Sigma_{s} J_{s}^{\dagger}\left[L_{s}-i \omega\right]^{-1} \hat{U}_{s}(\omega) \tag{III.9}
\end{equation*}
$$

where $\hat{K}(\omega)$ and $\hat{U}_{s}(\omega)$ equal the result of substituting $-i \omega$ for $\partial / \partial t$ in $K(t)$ and $U_{s}(t)$, respectively. For completely Hamiltonian systems, it is possible to choose the operators $P_{s}$ in such a way that the dispersion operator $D(\omega)$ is manifestly a Hermitian function of $\omega$. This is discussed in Sec. IV.

Although the Laplace transforms $\hat{\phi}^{(1)}$ and $\hat{g}_{s}$ given by Eqs. (III. 6) - (III. 8) are written quite compactly, the expressions are in fact very complicated. The disper sion matrix and some features of the solution of the initial-value problem are discussed in Secs. IV and V, with particular reference to the case in which there is at most one nonignorable coordinate in the equilibrium. Typically (see Sec. V), because of the factor $\left[L_{s}-i \omega\right]^{-1}$ in the second term in $D(\omega)$, and since the operator $L_{s}$ has a continuous spectrum of imaginary eigenvalues, the solution can be written in terms of a continuum of generalized van Kampen modes along the real $\omega$ axis, plus contributions from poles (and other singularities if any) in the complex $\omega$ plane. If we approximate the problem by choosing an $N$-dimensional representation of configuration space, then the matrix $D(\omega)$ becomes $N \times N$, and the contribution to the solution from the $N$-fold degener ate continuum of generalized van Kampen modes can be written down in principle. If, further, we use an approximate finite-dimensional representation of the phase space for each species, then if the operators $\hat{W}_{s}(\omega)$ are polynomial functions of $\omega$, the singularities of the Laplace transforms will be a finite number of poles that must be located and whose orders must be determined.
[An assumption that $\hat{W}_{s}(\omega)$ be a polynomial function of $\omega$ would not pose a serious restriction. For the examples in Appendix B, $\hat{W}_{s}(\omega)$ is at most a cubic function of $\omega$.] We shall introduce such a finite-dimensional approximation scheme at the beginning of the next section. In that case, there is another form of the Laplace transform $\hat{g}_{s}(\omega)$ that allows the poles to be located and their orders determined by finding the zeros of a polynomial in $\omega$. The degree of the polynomial may be large for any particular approximation; but the polynomial can be written in a form that allows it to be evaluated practically even when the degree is large indeed. This other form of the Laplace transform is also interesting theoretically, apart from its practical applicability to any particular approximation scheme.

In order to obtain the new form of the Laplace transform, we solve Eqs. (III.4) and (III.5) differently. Instead of first eliminating $\hat{g}_{s}$, we first solve Eq。 (III. 5) for $\hat{\phi}^{(1)}$ in terms of $\hat{g}_{s}$, and substitute it into $\mathrm{Eq}_{\mathrm{q}}$. (III. 4) to obtain an equation for $\hat{g}_{s}$; then the solution for $\hat{g}_{s}$ can be used in Eq. (III. 5) to obtain $\hat{\phi}^{(1)}$. In order to carry out this method of solution, we must concern ourselves with the possibility that $\Lambda$ has a zero eigenvalue.

Only the part of $\hat{\phi}^{(1)}$ lying outside the nullspace of $\Lambda$ can be determined from Eq. (III.5). We shall see shortly that $\Lambda$ can be chosen not to have a zero eigen-
value. This is the situation that we shall develop fully; and, in the process, we shall obtain a final result that does not require that $\Lambda^{-1}$ exist. For comparison, we first describe briefly how $\hat{\phi}^{(1)}$ could be found in terms of the functions $\hat{g}_{s}$ when the nullspace of $\Lambda$ is not empty.

Let $P$ be the projection operator for the entire nullspace of $\Lambda$ :

$$
P \Lambda=\Lambda P=0, \quad(1-P) \Lambda=\Lambda(1-P)=\Lambda, \quad p^{2}=P
$$

The part of $\hat{\phi}^{(1)}$ lying outside the nullspace of $\Lambda$ can be determined by projecting out the part of Eq. (III.5) outside the nullspace to obtain

$$
\begin{equation*}
\Lambda\left[(1-\rho) \hat{\phi}^{(1)}(\omega)\right]=\sum_{s}(1-\rho) J_{s}^{\dagger} \hat{g}_{s}(\omega) \tag{III.10}
\end{equation*}
$$

This equation is in terms of quantities that are outside the nullspace of $\Lambda$, and $\Lambda$ possesses an inverse within that complementary space. Now project out the part of Eq. (III.5) in the nullspace of $\Lambda$ to obtain

$$
\begin{equation*}
0=\sum_{s} P_{J}^{J} \hat{g}_{s}(\omega) \tag{III,11}
\end{equation*}
$$

This is a condition on the functions $\hat{g}_{s}(\omega)$ which can be used to determine $P \hat{\phi}^{(1)}$ from Eq. (III. 4). By operating on Eq. (III. 4) from the left with $P J_{s}^{\dagger}$, summing over $s$, and using Eq. (III.11), we can obtain

$$
\begin{align*}
& {\left[\sum_{s} p_{J_{s}^{\dagger}}^{\dagger} \hat{W}_{s}(\omega) p\right]\left[p \hat{\phi}^{(1)}(\omega)\right]} \\
& =\sum_{s} P_{J_{s}^{\dagger} L_{s} \hat{g}_{s}(\omega)-\sum_{s} p J_{s}^{\dagger}\left[\Phi_{s}(\omega)+g_{s}(0)\right]} \quad-\left[\sum_{s} P_{J_{s}^{\dagger}}^{\dagger} \hat{W}_{s}(\omega)(1-p)\right]\left[(1-P) \hat{\phi}^{(1)}(\omega)\right]
\end{align*}
$$

This equation determines $p \hat{\phi}^{(1)}$ in terms of the functions $\hat{g}_{s}$ and the function $(1-P) \hat{\phi}^{(1)}$ which can be found from Eq. (III. 10). In this way can $\hat{\phi}^{(1)}$ be expressed in terms of the functions $\hat{g}_{s}$ when $\Lambda$ has a nonempty nullspace.

The procedure that was just described leads to an unnecessarily complicated result and it is circuitous. Let us see how to avoid that procedure by arranging that A have no zero eigenvalue. The real motivation for introducing the operator $\Lambda$ was to have a field operator whose eigenfunctions are particularly suitable for expanding $\hat{\phi}^{(1)}$ for some specific problem. Suppose that a suitable field operator, which we shall call $\Lambda^{\prime}$, has been found. Now note that $\left(\Lambda^{\prime}-\delta\right)$, where $\delta$ is an arbitrary complex constant, has the same eigenfunctions as $\Lambda^{\prime}$. Therefore, from the standpoint of representing $\hat{\phi}^{(1)}$, $\left(\Lambda^{\prime}-\delta\right)$ is as good a field operator as $\Lambda^{\prime}$ 。However, the eigenvalue spectrum of $\left(\Lambda^{\prime}-\delta\right)$ is the eigenvalue spectrum of $\Lambda^{\prime}$ shifted by the constant $-\delta$. If $\Lambda^{\prime}$ has a zero eigenvalue, then $\delta$ can be chosen such that $\left(\Lambda^{\prime}-\delta\right)$ does not. (If $\delta$ is complex, $\Lambda^{\prime}$ may not be Hermitian; this, however, does not affect our development.) We now ask whether operators $P_{s}$ can be found such that

$$
\begin{equation*}
\sum_{s} J_{s}^{\dagger} P_{s}=\delta \tag{III.13}
\end{equation*}
$$

in order that we can introduce

$$
\Lambda=\left(\Lambda^{\prime}-\delta\right)=\Lambda^{\prime}-\sum_{s} J_{s}^{\dagger} P_{s}
$$

in analogy with Eq. (II. 11). The operators $P_{s}$ are underdetermined by Eq. (III. 13) because, although $P_{s}$ is an operator that connects the configuration space and the phase space, the equation imposes a condition only in
the configuration space. Thus, Eq. (III. 13) will generally have infinitely many solutions. Some operators $P_{s}$ that satisfy Eq. (III.13) for examples discussed in Appendix B are given explicitly by Eqs. (B28) and (B42) of Appendix B.

Now assume that $\Lambda$ does not possess a zero eigenvalue and, therefore that $\Lambda^{-1}$ exists. The solution of Eq. (III. 5) for $\hat{\phi}^{(1)}$ is
$\hat{\phi}^{(1)}(\omega)=\sum_{s} \Lambda^{-1} J_{s}^{\dagger} \hat{g}_{s}(\omega)$;
and, by substituting this into Eq. (III.4), we obtain
$\sum_{r}\left\{\left[L_{s}-i \omega\right] \delta_{s r}-\hat{W}_{s}(\omega) \Lambda^{-1} J_{r}^{\dagger}\right\} \hat{g}_{r}(\omega)=\left[\Phi_{s}(\omega)+g_{s}(0)\right]$ (III. 15)
as the equation for determining the functions $\hat{g}_{s}(\omega)$. For studying these equations it is helpful to introduce a matrix notation in which the rows and columns are labelled by the species index. A function with a species subscript will be replaced by a column matrix denoted by the unsubscripted symbol for the function. An operator with a species subscript which operates on a function in configuration space to produce a function in the phase space for the species will be replaced by a column matrix denoted by the unsubscripted symbol for the operator. (Our convention is that such an operator does not have a superscript dagger.) The adjoint of such an operator will be replaced by the adjoint of the associated column matrix (a row matrix). An operator with a species subscript which operates on a function in the phase space for the species to produce another function in the phase space for the species will be replaced by a diagonal square matrix denoted by the unsubscripted symbol for the operator. For example, element $s$ of $\hat{g}(\omega)$ is $\hat{g}_{s}(\omega)$, element $s$ of $\hat{W}(\omega)$ is $\hat{W}_{s}(\omega)$, element $s$ of $J^{\dagger}$ is $J_{s}^{\dagger}$, and the element of $L$ in row $s$ and column $r$ is $L_{s} \delta_{s r}$.

With this notation we rewrite Eqs. (III.14) and (III.15) as

$$
\begin{equation*}
\hat{\phi}^{(1)}(\omega)=\Lambda^{-1} J^{\dagger} \hat{g}(\omega) \tag{III.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{g}(\omega)=S^{-1}(\omega)[\Phi(\omega)+g(0)] \tag{III.17}
\end{equation*}
$$

where

$$
\begin{equation*}
S(\omega)=[L-i \omega \mathrm{I}]-\hat{W}(\omega) \Lambda^{-1} J^{\dagger}, \tag{III.18}
\end{equation*}
$$

and $I$ is the unit matrix. For the sake of simplicity, we now assume that $\hat{W}(\omega)$ is a polynomial function of $\omega$, which implies that $\Phi(\omega)$ also is a polynomial function of $\omega$. This assumption includes the examples in Appendix B as special cases. The form of $\hat{g}(\omega)$ given by Eq. (III. 17) is different than that given by Eq. (III. 7). Nevertheless, the two are equivalent, and it is apparent that the singularities of $\hat{g}(\omega)$ occur at those values for which $S^{-1}(\omega)$ is singular. We now demonstrate the equivalence of the two forms of $\hat{g}(\omega)$ by a method which will indicate a practical means of finding the zeros of finite-dimensional representations of $S(\omega)$. In order to do that we prove the following theorem.

Theorem: Let $\sigma$ and $\rho$ be any operators that operate on a function in a space $R_{1}$ to produce a function in a space $R_{2}$. The adjoints $\sigma^{\dagger}$ and $\rho^{\dagger}$ operate on functions in $R_{2}$ to produce functions in $R_{1}$. Let $I_{1}$ be the identity
operator in $R_{1}$, and let $I_{2}$ be the identity operator in $R_{2}$. If $\left[I_{2}-\sigma \rho^{\dagger}\right]^{-1}$ is nonsingular, then

$$
\left[I_{2}-\sigma \rho^{\mathbf{t}}\right]^{-\mathbf{1}}=\left[I_{2}+\sigma A \rho^{\mathbf{t}}\right]
$$

where

$$
\begin{equation*}
A=\left(I_{1}-\rho^{\dagger} \sigma\right)^{-1} . \tag{III.19}
\end{equation*}
$$

The operator $A$ operates on functions in $R_{1}$ to produce functions that are also in $R_{1}$.

## Proof:

Since we are interested in applications to problems involving functions which can be adequately approximated with a finite dimensional basis, we shall assume that the spaces $R_{1}$ and $R_{2}$ are finite-dimensional and, therefore, that the operators can be represented by matrices. Beginning with

$$
\left(I_{2}-\sigma \rho^{\dagger}\right)\left(I_{2}+\sigma A \rho^{\dagger}\right)=I_{2}+\sigma\left[\left(I_{1}-\rho^{\dagger} \sigma\right) A-I_{1}\right] \rho^{\dagger},
$$

we see that the theorem will be proved if

$$
\left(I_{1}-\rho^{\dagger} \sigma\right) A=I_{1}
$$

This equation has the solution given by Eq. (III 19) if $\left(I_{1}-\rho^{\dagger} \sigma\right)^{-1}$ is nonsingular. That it is nonsingular can be seen by introducing finite-dimensional bases for $R_{1}$ and $R_{2}$, so that $\sigma$ and $\rho^{\dagger}$ are rectangular matrices and $A$ is a square matrix. We now use the determinantal identity

$$
\begin{equation*}
\operatorname{det}\left(I_{1}-\rho^{\dagger} \sigma\right)=\operatorname{det}\left(I_{2}-\sigma \rho^{\dagger}\right) \tag{III.20}
\end{equation*}
$$

[This identity is of crucial importance for numerical solution of the initial-value problem, it will be discussed in a separate paper dealing with numerical procedures. ${ }^{3}$ ] Because $\left(I_{2}-\sigma \rho^{\dagger}\right)^{-1}$ was assumed to be nonsingular, and because the identity (III. 20) is valid with any finitedimensional bases for $R_{1}$ and $R_{2}$, we conclude that $\left(I_{1}-\rho^{\dagger} \sigma\right)^{-1}$ is nonsingular. Thus, the theorem is proved.

The operator $S^{-1}(\omega)$ is nonsingular on the Bromwich contour, if it were not, then the contour for the Laplace transforms would have been chosen incorrectly. Therefore, it can be evaluated by using the theorem that was just proved. The result is

$$
\left.S^{-1}(\omega)=\left[\mathbf{I}+(L-i \omega \mathbf{I})^{-1} \hat{W}(\omega) D^{-1}(\omega) J^{\dagger}\right] \mid L-i \omega \mathbf{I}\right]^{-1}, \text { (III. 21) }
$$

which shows that Eq. (III. 17) and Eq. (III. 7) are equivalent. It is straightforward to show that EqS. (III, 16) and (III. 6) for $\hat{\phi}^{(1)}$ are also equivalent. Summarizing our results so far for $\hat{\phi}^{(1)}$ and $\hat{g}$, we may write

$$
\begin{align*}
& \hat{g}(\omega)=S^{-1}(\omega)[\Phi(\omega)+g(0)]  \tag{III.17}\\
& \begin{aligned}
\hat{\phi}^{(1)}(\omega) & =\Lambda^{-1} J^{\dagger} \hat{g}(\omega) \\
& =D^{-1}(\omega) J^{\dagger}[L-i \omega \mathbf{I}]^{-1}[\Phi(\omega)+g(0)],
\end{aligned} \tag{III.22}
\end{align*}
$$

where

$$
\begin{equation*}
D(\omega)=\Lambda-J^{+}\left[[-i \omega \mathbf{I}]^{-1} \hat{W}(\omega)\right. \tag{III.23}
\end{equation*}
$$

and where $S(\omega)$ is given by Eq. (III. 18) and $S^{-1}(\omega)$ is given by Eq. (III. 21).

Now suppose that we have a finite-dimensional representation for $S(\omega)$. Then det $S(\omega)$ is a polynomial in $\omega$, and the singularities of $S^{-1}(\omega)$ are poles located at the roots of the determinantal equation

$$
\operatorname{det} S(\omega)=0
$$

$$
\begin{aligned}
& \text { Writing } \\
& \qquad S(\omega)=\left[L-i \omega \mathbf{I}_{2}\right]\left[I_{2}-\left(L-i \omega I_{2}\right)^{-1} \hat{W}(\omega) \Lambda^{-1} J^{\dagger}\right],
\end{aligned}
$$

where $I_{2}$ is the identity matrix with respect to the finitedimensional basis for the composite phase space of all of the particle species, and using the determinantal identity given by Eq 。(III。20), we can rewrite the determinantal equation as

$$
\begin{aligned}
\operatorname{det} S(\omega) & =\left(\operatorname{det}\left[L-i \omega \mathbf{I}_{2}\right]\right)\left(\operatorname{det}\left[I_{1}-\Lambda^{-1} J^{\dagger}\left(L-i \omega I_{2}\right)^{-1} \hat{W}(\omega)\right]\right) \\
& =\left(\operatorname{det}\left[L-i \omega I_{2}\right]\right)\left(\operatorname{det}\left[\Lambda^{-1} D(\omega)\right]\right) \\
& =\left(\operatorname{det} \Lambda^{-1}\right)\left(\operatorname{det}\left[L-i \omega \mathbf{I}_{2}\right]\right)(\operatorname{det} D(\omega))=0,
\end{aligned}
$$

where $I_{1}$ is the identity matrix with respect to the finitedimensional basis for configuration space. Therefore, the roots of the determinantal equation are the same as those of the polynomial equation

$$
\begin{equation*}
\left(\operatorname{det}\left[\mathcal{L}-i \omega \mathrm{I}_{2}\right]\right)(\operatorname{det} D(\omega))=0 . \tag{III.24}
\end{equation*}
$$

Note that this equation does not involve $\Lambda^{-1}$, nor do Eqs. (III. 17) and (III. 22) for the Laplace transforms. Thus, we no longer have the restriction that $\Lambda^{\text {at }}$ exist. Equation (III. 24) is computationally significant because it provides a practical means of computing the roots of det $S(\omega)$, even when the degree of the polynomial is large, as long as the dimension of the matrix $D(\omega)$ is not large. If $\Lambda$ has been chosen appropriately, so that a few eigenfunctions of $\Lambda$ suffice to approximate $\hat{\phi}^{(1)}$, then those eigenfunctions can be used as the finite-dimensional basis for configuration space, and the dimension of $D(\omega)$ will be small. The matrix $\left[L-i \omega I_{2}\right]$ has the dimension of the finite-dimensional basis for the phase space, which may be large. However, by choosing a finite subset of the eigenfunctions of $L$ as the basis, we diagonalize $\left[L-i \omega \mathrm{I}_{2}\right]$ and can compute its determinant easily. Once the zeros of $\operatorname{det} S(\omega)$ have been found, the coefficients of the inverse powers in the Laurent expansions of $\hat{g}(\omega)$ and $\hat{\phi}^{(1)}(\omega)$ about each of the zeros can be evaluated and used to invert the Laplace transformation to obtain $g(t)$ and $\phi^{(1)}(t)$. An effective scheme for finding the zeros of det $S(\omega)$ numerically is a global Newton's method. Computational aspects of the procedure that was just outlined for finding a discrete approximation to the eigenfrequency spectrum associated with $\hat{g}(\omega)$ and $\hat{\phi}^{(1)}(\omega)$ will be presented elsewhere. ${ }^{9}$

## IV. THE DISPERSION MATRIX

## A. Expansions in eigenfunctions of $\Lambda$ and $L$

As we noted earlier, it is useful for numerical purposes to take eigenfunctions of $\Lambda$ as a basis for configuration space, and to take eigenfunctions of $L$ as a basis for the phase space. It is also useful for analytical purposes to choose these bases.

The introduction of a basis for a linear vector space requires the specification of a weight function with respect to which an inner product in the space is defined. In configuration space we define the inner product $(\alpha, \beta)$ with respect to a real weight function $\Gamma^{(c)}$ of position by

$$
\begin{equation*}
(\alpha, \beta)=\int d^{3} \mathbf{r} \Gamma^{(c)} \alpha * \beta=(\beta, \alpha)^{*} \tag{IV.1}
\end{equation*}
$$

where $\alpha$ and $\beta$ are arbitrary functions of position. Note
that in general the symbol $\phi$ stands for an array of potential functions $\phi_{i}$; correspondingly, $\alpha, \beta$ are in general arrays of functions $\alpha_{i}, \beta_{i}$, and the product $\alpha * \beta$ stands for $\Sigma_{i} \alpha_{i}^{*} \beta_{i}$. By a function in configuration space, we mean a set of functions like $\phi_{i}(r)$. In the phase space for species $s$ we define the inner product ( $\alpha, \beta$ ) with respect to a real weight function $\Gamma_{s}^{(p)}$ of the phase-space variables for species $s$ by

$$
\begin{equation*}
(\alpha, \beta)=\int d \Omega \Gamma_{s}^{(\rho)} \alpha^{*} \beta=(\beta, \alpha)^{*}, \tag{IV.2}
\end{equation*}
$$

where $\alpha$ and $\beta$ are arbitrary functions of the phasespace variables for species $s$ and $d \Omega$ is the differential volume element in the phase space for species $s$. Equations (IV.1) and (IV.2) define different scalar products, one for functions in configuration space and one for functions in the phase space for each species. We use the same notation for each; it will be evident from the context which is meant. We require that $\Gamma^{(c)}$ commute with $\Lambda$ and that $\Gamma_{s}^{(p)}$ commute with $L_{s}$, but the weight functions are otherwise arbitrary. Useful choices for numerical approximations are

$$
\begin{equation*}
\Gamma_{s}^{(p)}=f_{s}^{(0)} \text { and } \Gamma^{(c)}=1 \tag{IV.3}
\end{equation*}
$$

We define eigenfunctions and eigenvalues of $\Lambda$ and $L_{s}$ by

$$
\begin{equation*}
\Lambda \eta_{n}=\lambda_{n} \eta_{n} \tag{IV.4}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{s} w_{s r}=i \mu_{s r} w_{s r} \tag{IV.5}
\end{equation*}
$$

where, because of the anti-Hermiticity of $L_{s}, \mu_{s r}$ is real. The indices $n$ and $r$ stand for whatever sets of labels are needed to specify the eigenfunctions $\eta_{n}$ and $w_{s r}$. Again, in general, $\eta_{n}$ is an array of functions. Some labels may be discrete and others may be continuous. For numerical work it is appropriate from the outset to define functions in terms of a representation of the phase or configuration space that is spanned by some discrete set of functions. That will ensure that all operators can be represented by matrices and that the labels for the eigenfunctions of $\Lambda$ and $L_{s}$ are discrete. We choose the eigenfunctions ${ }^{\prime}$ 'sr to be orthonormal,

$$
\begin{equation*}
\left(w_{s r}, u_{s r^{\prime}}\right)=\delta_{r r^{\prime}} \tag{IV.6}
\end{equation*}
$$

where here $\delta_{r r^{\prime}}$ stands for a product of Kronecker deltas and Dirac delta functions-one Kronecker delta for each pair of discrete labels, and one Dirac delta function for each pair of continuous labels. In Appendix D, the eigenfunctions of $L_{s}$ are discussed further, and they are found explicitly for the case in which there is at most one nonignorable coordinate in the equilibrium for species $s$.

We assume that the eigenfunctions of $\Lambda$ and $L_{s}$ are complete for the problem. However, $\Lambda$ need not be Hermitian, although it can be chosen to be Hermitian for most problems. Because $\Lambda$ may not be Hermitian, we introduce a set of functions $\zeta_{n}$ which are dual to the set of functions $\eta_{n}$ :

$$
\begin{equation*}
\left(\zeta_{n}, \eta_{n^{\prime}}\right)=\delta_{n n^{\prime}}, \tag{IV.7}
\end{equation*}
$$

where again $\delta_{n n^{\prime}}$ stands for a product of Kronecker deltas and Dirac delta functions.

The functions $\phi^{(1)}$ and $g_{s}$ are expanded in terms of the eigenfunctions of $\Lambda$ and $L_{s}$ according to

$$
\begin{equation*}
\phi^{(1)}(t)=\sum_{n} \alpha_{n}(t) \eta_{n} \tag{IV.8}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{s}(t)=\sum_{r} \gamma_{s r}(t) u_{s r} \tag{IV.9}
\end{equation*}
$$

where $\alpha_{n}(t)$ and $\gamma_{s r}(t)$ are coefficients that do not depend on the configuration-space or phase-space variables. The summation symbols here represent sums over all discrete labels and an integral with respect to each continuous label. With respect to these basis functions, $\phi^{(1)}$ is represented by the coefficients $\alpha_{n}(t)$, and $g_{s}(t)$ is represented by the coefficients $\gamma_{s r}(t)$ :

$$
\begin{equation*}
\alpha_{n}(t)=\left(\zeta_{n}, \phi^{(1)}(t)\right), \quad \gamma_{s r}(t)=\left(w_{s r}, g_{s}(t)\right) . \tag{IV.10}
\end{equation*}
$$

In these representations, the operators $L_{s}$ and $\Lambda$ become diagonal matrices:

$$
\begin{align*}
& \left\langle r^{\prime}\right| L_{s}|r\rangle=\left(r_{\prime_{s},}, L_{s^{\prime \prime}}{ }_{s r}\right)=i \mu_{s r^{\prime}} \delta_{r r^{\prime}},  \tag{IV.11}\\
& \left\langle n^{\prime}\right| \Lambda|n\rangle=\left(\zeta_{n^{\prime}}, \Lambda \eta_{n}\right)=\lambda_{n} \delta_{n n^{\prime}} \tag{IV.12}
\end{align*}
$$

The dispersion matrix corresponding to the dispersion operator, Eq. (III. 8), is

$$
\begin{equation*}
\left\langle n^{\prime}\right| D|n\rangle=\lambda_{n} \delta_{n n^{\prime}}+\sum_{s r} \frac{i\left\langle n^{\prime}\right| J_{s}^{\dagger}|r\rangle\langle r| \hat{W}_{s}(\omega)|n\rangle}{\mu_{s r}-\omega} \tag{IV.13}
\end{equation*}
$$

where we have used the notation

$$
\begin{align*}
& \left\langle n^{\prime}\right| J_{s}^{\dagger}|r\rangle=\left(\zeta_{n^{\prime}}, J_{s}^{\dagger} u_{\prime_{s r}}\right)  \tag{IV.14}\\
& \langle r| \hat{W}_{s}(\omega)|n\rangle=\left(w_{s r}, \hat{W}_{s}(\omega) m_{n}\right) \tag{IV.15}
\end{align*}
$$

(Recall that the operator $J_{s}^{\dagger}$ operates on a function in phase space to produce a function in configuration space, i.e., a field function, while $\hat{W}_{s}$ does the converse.)
We now specialize to the case of an equilibrium in which the distribution function $f_{s}^{(0)}$ is written as a function of the global invariants associated with the unperturbed Hamiltonian $H_{s}\left(q, p, \phi^{(0)}\right)$, as was discussed in the latter part of Sec. II. The weight function $\Gamma_{s}^{(p)}$ in Eq. (IV.2) must also be a function of the global invariants. Since the operators $\Lambda$ and $L_{s}$ are not functions of the ignorable coordinates $q_{k}$, they commute with the operators $\partial / \partial q_{k}$. (As discussed in the latter part of Sec. II, the index $k$ will always be associated with ignorable coordinates.) Therefore the eigenfunctions $\eta_{n}$ and $w_{s r}$ can be taken to be also eigenfunctions of the (anti-Hermitian) operators $\partial / \partial q_{k} . L_{s}$ also commutes with the constants of the motion $p_{k}$ and $H_{s}$. The eigenfunctions $\eta_{r}$ and $w_{s r}$ can therefore be written in the form

$$
\begin{array}{ll}
\eta_{n}=y_{n}(Q) \Pi_{k} N_{k}^{-1 / 2} e^{i \kappa_{k} q_{k}}, & \text { (IV. 16) } \\
w_{s r}=u_{s r}(Q, P) \delta\left(H_{s}-E_{s}\right) \Pi_{k} \delta\left(p_{k}-p_{k}^{0}\right) N_{k}^{-1 / 2} e^{i \kappa_{k} q_{k}}, & \text { (IV. 17) }
\end{array}
$$

where $Q$ and $P$ stand for sets of nonignorable coordinates and corresponding momenta, $i \kappa_{k}$ are eigenvalues of $\partial / \partial q_{k}, p_{k}^{0}$ and $E_{s}$ are values of $p_{k}$ and $H_{s}$, and $N_{k}^{-1 / 2}$ is a normalizing factor for $\exp \left(i \kappa_{k} q_{k}\right)$. The index $n$ stands for a list which includes the eigenvalues $\kappa_{k}$; the index $r$ stands for a list which includes the eigenvalues $\kappa_{k}, p_{k}^{0}$, and $E_{s}$. The dual functions can be written likewise:

$$
\begin{equation*}
\zeta_{n}=z_{n}(Q) \Pi_{k} N_{k}^{-1 / 2} e^{i \kappa_{k} \sigma_{k}} \tag{IV.18}
\end{equation*}
$$

If $\Lambda$ is Hermitian, $z_{n}(Q)=y_{n}(Q)$. If we make the choice
of $P_{s}$ given by Eq. (II. 33), and use Eqs. (II. 34), (IV.16) and (IV.17), then the matrix element (IV.15) becomes

$$
\begin{equation*}
\langle r| \hat{W}_{s}(\omega)|n\rangle=i \delta_{k k^{\prime}} K_{s r}(\omega) H_{s r n}^{\prime}, \tag{IV.19}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{s r}(\omega)=\Gamma_{s}^{(p)}\left(E_{s}, p_{k}^{0}\right)\left[\omega \frac{\partial 7_{s}}{\partial H_{s}}+\sum_{k} \kappa_{k} \frac{\partial \mathcal{F}_{s}}{\partial p_{k}}\right]_{H_{s}=E_{s}, p_{k}=p_{k}^{0}},  \tag{IV.20}\\
& (\mathrm{IV}  \tag{IV.21}\\
& H_{s r n}^{\prime}=\left.\int d Q d P \frac{\partial H_{s}}{\partial \phi^{(0)}} \delta\left(H_{s}-E_{s}\right) u_{s r}^{*}(Q, P) y_{n}(Q)\right|_{\rho_{k}=p_{k}^{0}},
\end{align*}
$$

and $\delta_{\mathrm{KK}^{\prime}}$ is a product of Kronecker and Dirac delta functions, where $\kappa$ is the set of eigenvalues included in $r$, and $\kappa^{\prime}$ is the set included in $n$. In the same way, using Eq. (II. 26), the matrix element (IV. 14) becomes

$$
\begin{equation*}
\left\langle n^{\prime}\right| J_{s}^{\dagger}|r\rangle=\delta_{k k^{\prime}} \cdot J_{s r r^{\prime}}^{*} \tag{IV.22}
\end{equation*}
$$

where

$$
\begin{align*}
J_{s r n}^{*}= & \int d Q d P \Gamma^{(c)} g_{s}\left(Q, P, p_{k}\right) \delta\left(H_{s}-E_{s}\right) \\
& \times\left. z^{*}{ }_{n^{\prime}}(Q) u_{s r}(Q, P)\right|_{\dot{p}_{k}=\phi_{k_{k}}^{0}}, \tag{IV.23}
\end{align*}
$$

and where we have assumed that $g_{s}$ does not depend upon the ignorable coordinates $q_{k}$.

The dispersion matrix (IV.13) can now be written

$$
\left\langle n^{\prime}\right| D|n\rangle=\lambda_{n} \delta_{n n^{\prime}}-\delta_{k k^{\prime}} \sum_{s(r)} \frac{K_{s r}(\omega) J^{*}}{\mu_{s r r}-H^{\prime}} \underline{H}_{s r n}, \quad \text { (IV. 24) }
$$

where the notation $(r)$ means the sum is only over those labels in $r$ other than the $\kappa_{k}$, and where $\kappa$ refers to the $\kappa_{k}$ included in $n$, and $\kappa^{\prime}$ refers to those in $n^{\prime}$.

For a completely Hamiltonian system in which $\Lambda$ is Hermitian, $z_{n}=y_{n}$ and $\mathcal{G}_{s}=\partial H_{s} / \partial \phi^{(0)}$ [Eq. (II. 27)]; if we also assume that $\Gamma^{c}=1$, then

$$
\begin{equation*}
J_{s r n}=H_{s r n}^{\prime} \tag{IV.25}
\end{equation*}
$$

In this case Eq. (IV. 24) becomes

$$
\begin{equation*}
\left\langle n^{\prime}\right| D|n\rangle=\lambda_{n} \delta_{n n^{\prime}}-\delta_{k k^{\prime}} \sum_{s(t)} \frac{K_{s r}(\omega) H_{s m r^{\prime}}^{\prime *} H_{s z n}^{\prime}}{\mu_{s \tau}-\omega} \tag{IV.26}
\end{equation*}
$$

We remark that with the choice (II. 33) for $P_{s}, \Lambda$ defined by Eq. (II. 11) is manifestly Hermitian and $\lambda_{n}$ is real.
[See Eq. (II. 26), and note that, for a completely Hamiltonian system, the field operator $K(t)$ is Hermitian. ]

In the representation we have chosen, all matrices are diagonal in the indices $\kappa_{k}$ corresponding to the ignorable coordinates. We may therefore reduce the dimensions of all matrices by fixing the values of the eigenvalues $\kappa_{k}$, and omitting $\kappa_{k}$ from the indices. This is the advantage of choosing to diagonalize simultaneously the operators $\partial / \partial q_{k}$.

## B. Hermitian property of $D(\omega)$

The matrix $D(\omega)$ given by Eq. (IV.26) is evidently a Hermitian matrix function in the sense defined in Appendix $E$,

$$
\begin{equation*}
D^{\dagger}(\omega)=D(\omega) \tag{IV.27}
\end{equation*}
$$

where $D^{\dagger}(\omega)$ is the adjoint matrix function. [The adjoint matrix function $D^{\dagger}(\omega)$ is the adjoint of the matrix $D(\omega)$ calculated as if $\omega$ were real. 1 The properties of such a
matrix are discussed in Appendix E and are used in the next section. A particular property is that the roots of the dispersion relation

$$
\begin{equation*}
\operatorname{det} D(\omega)=0 \tag{IV.28}
\end{equation*}
$$

are either real or occur in conjugate pairs. It can also be shown that the equation

$$
\begin{equation*}
\langle n| D\left(\omega_{n}\right)|n\rangle=0 \tag{IV.29}
\end{equation*}
$$

gives a variational formula for the frequency $\omega_{n}$ of the normal mode whose potential is given by the function $\eta_{H} .{ }^{10}$ By this we mean that, if $\eta_{\pi}$ is an approximation of order $\epsilon$ to the normal mode potential, then the solution of Eq. (IV.29) for $\omega_{n}$ will be accurate to order $\epsilon^{2}$.

The dispersion matrix (IV.26) is a representation of the dispersion operator corresponding to a particular choice of orthonormal basis functions. A unitary transformation [even a transformation by a unitary matrix function $U(\omega)$ ] preserves adjoints. It follows that the Hermitian property (IV.27) holds under any change of orthonormal basis functions $\eta_{n}$ in which we expand the potential $\phi^{(t)}$. In particular, according to Eq. (III. 9), the operator $D(\omega)$ is independent of the choice of $P_{s}$ in the transformation (II. 7). The eigenfunctions $\eta_{n}$ of $\Lambda$ [Eq. (II, 11)] depend on $P_{s}$, and hence different choices of $P_{s}$ (including $P_{s}=0$ !) amount to different choices of representation of the same operator $D(\omega)$. Therefore, the property (IV.27) must hold for the matrix $D(\omega)$ resulting from any choice of $P_{s^{\circ}}$. The choice (II, 33) of $P_{s}$ makes the form of the matrix $D(\omega)$ especially transparent.

## C. Case of one nonignorable coordinate

The matrix $D(\omega)$ [Eq. (IV.24)] is diagonal in the indices referring to the ignorable coordinates. If all coordinates are ignorable, the eigenfunctions (IV. 16) and (IV.17) reduce to

$$
\begin{align*}
& \eta_{\kappa}=\Pi_{k} N_{k}^{-1 / 2} e^{i \kappa_{k} q_{k}}  \tag{IV.30}\\
& w_{s K p}^{0}=\left(\Gamma_{s}^{(p)}\right)^{-1 / 2} \Pi_{k} \delta\left(\phi_{k}-p_{k}^{0}\right) N_{k}^{-1 / 2} e^{i \kappa_{k} q_{k}} \tag{IV.31}
\end{align*}
$$

where we have replaced the indices $n$ and $r$ by $\kappa$ and $\left(\kappa, p^{0}\right)$. Note that in this case the energy is not an independent constant of the motion, and we may take $f_{s}^{(0)}$ to depend just on the ignorable momenta $p_{k}$.

The Liouville operator is

$$
\begin{equation*}
L_{s}=\sum_{k} \frac{\partial H_{s}}{\partial p_{k}} \frac{\partial}{\partial q_{k}} \tag{IV.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{\kappa p^{0}}=\left.\sum_{k} \kappa_{k} \frac{\partial H_{s}}{\partial p_{k}}\right|_{p=p 0^{0}} \tag{IV.33}
\end{equation*}
$$

All matrices are diagonal in the indices $\kappa$; and the matrix $D(\omega)$ is completely diagonal, with diagonal elements

$$
\langle\kappa| D(\omega)|\kappa\rangle
$$

$$
\begin{equation*}
=\lambda_{\kappa}-\sum_{s} \int d p g_{s} \frac{\partial H_{s}}{\partial \phi^{(0)}} \sum_{k} \kappa_{k}\left(\frac{\partial f_{s}^{(0)}}{\partial p_{k}}\right) /\left[\sum_{k} \kappa_{k}\left(\frac{\partial H_{s}}{\partial p_{k}}\right)-\omega\right] \tag{IV.34}
\end{equation*}
$$

The dispersion relation (III. 24) requires for each $\kappa$ that the matrix element (IV. 34) vanish if $\omega$ is not real; this
is the familiar form for the dispersion relation for a homogeneous plasma.

We are interested in inhomogeneous equilibria, in which case at least one coordinate is not ignorable. If there is only one nonignorable coordinate, we can still find the Liouville eigenfunctions $w_{s r}$, as shown in Appendix D. Since all matrices are diagonal in the indeces $\kappa$, we simplify the notation by holding the indices $\kappa$ fixed throughout the remainder of the discussion, and omitting them from the index lists $n$ and $r$. We consider submatrices corresponding to fixed values of $\kappa$. When we substitute Eq. (IV. 16) in Eq. (IV. 4), it becomes an equation in one independent variable $Q$, and the index $n$ is a single discrete or continuous label for the eigenvalues $\lambda_{n}$. The label $r$ includes the ignorable momenta $p$, the energy $E$, and an index labeling the eigenvalue $\mu_{s r}$, as discussed in Appendix D. If there is more than one orbit corresponding to the same $(\rho, E)$, we need another index, $a$, to distinguish them. To simplify the notation, we omit the index $a$, understanding that an integral over $E$ always implies also a sum over $a$.

The eigenfunctions $u_{s r}$ are given by Eqs. (D.17) - (D.20). For periodic orbits,

$$
\begin{aligned}
u_{s p E l} & =T_{s p E}^{-1 / 2}\left(\Gamma_{s}^{(p)}\right)^{-1 / 2} \exp \left[-i \tilde{G}_{s p E}(\tau)\right] \exp \left(i l \Omega_{s p E} \tau\right) \\
l & =0, \pm 1, \pm 2, \ldots,
\end{aligned}
$$

where

$$
\begin{equation*}
\Omega_{s p E}=2 \pi / T_{s p E} \tag{IV.36}
\end{equation*}
$$

$T_{S p E}$ is the period of the motion in the ( $Q, P$ ) plane, and $\widetilde{G}_{s p E}(\tau)$ is given by Eq. (D23). The matrix elements (IV.21) become

$$
\begin{align*}
H_{s p E i n}^{\prime}= & T_{s p E}^{-1 / 2}\left(\Gamma_{s}^{(p)}\right)^{-1 / 2} \int d \tau y_{n} \frac{\partial H_{s}}{\partial \phi^{(0)}} \exp \left[i \tilde{G}_{s p E}(\tau)\right]  \tag{IV.37}\\
& \times \exp \left(-i l \Omega_{s p E} \tau\right)
\end{align*}
$$

where $Q$ in $y_{n} \partial H_{s} / \partial \phi^{(0)}$ is to be replaced by $Q(\tau)$ for the orbit $s p E$. The matrix element (IV. 37) is essentially the Fourier transform of $y_{n} \partial H_{s} / \partial \phi^{(0)} \exp \left(i \widetilde{G}_{s p E}\right)$. A similar expression can be written for $J_{s p E_{i n}}^{*}$; in the completely Hamiltonian case, it is the conjugate of $H_{s p E l n}^{\prime}$ given by Eq. (IV. 37), as noted previously. For aperiodic orbits,

$$
\begin{equation*}
u_{s p E \mu}=(2 \pi)^{-1 / 2}\left(\Gamma_{s}^{(p)}\right)^{-1 / 2} \exp \left[-i G_{s p E}(\tau)\right] e^{i \mu \tau} \tag{IV.38}
\end{equation*}
$$

where $\mu$ is a continuous index, and $G_{s p E}(\tau)$ is given by Eq. (D. 20). The matrix elements (IV. 21) are

$$
\begin{align*}
H_{s p E \mu n}^{\prime}= & (2 \pi)^{-1 / 2}\left(\Gamma_{s}^{(p)}\right)^{-1 / 2} \int d \tau y_{n} \frac{\partial H_{s}}{\partial \phi^{(0)}}  \tag{IV.39}\\
& \times \operatorname{expliG_{s\phi E}(\tau )]e^{-i\mu \tau }}
\end{align*}
$$

The submatrix $D(\omega)$ can now be written as

$$
\begin{align*}
\langle n| D(\omega)\left|n^{\prime}\right\rangle= & \lambda_{n} \delta_{n n^{\prime}}-\sum_{s l} \int d p d E \frac{K_{s p E}(\omega) J_{s p E n n^{\prime}}^{*} H_{s p E l n^{\prime}}^{\prime}}{l \Omega_{s p E}+\beta_{s p E}-\omega} \\
& -\sum_{s} \int d p d E d \mu \frac{K_{s p E}(\omega) J_{s p E \mu n}^{*} H_{s p E \mu n^{\prime}}^{\prime}}{\mu-\omega} \tag{IV.40}
\end{align*}
$$

where $\Omega_{s \phi E}=2 \pi / T_{s \phi E}$ is the frequency of motion in the $(Q, P)$ phase plane for the periodic orbit $(E, p)$, and $\beta_{s p E}$ is the quantity defined by Eq. (D.21). Each element includes a sum over $l$ for periodic orbits and an integral over $\mu$ for aperiodic orbits; the integrals are under-
stood to run over the corresponding intervals in $E$ and $p$. When there is only one nonignorable coordinate $Q$, orbits which are aperiodic in the ( $Q, P$ ) plane must extend to $|Q| \rightarrow \infty$. ( $|P| \rightarrow \infty$ would be a pathological case.) Hence if the equilibrium orbits are confined to a finite region in the $(Q, P)$ plane, they are necessarily periodic and the last term in Eq. (IV.40) does not occur. Examination of Eq. (IV. 20) shows that in the last term in Eq. (IV.40), if it occurs, the integrals over $p$ and $E$ and the sum over $s$ can be carried out independently of the value of $\omega$, leading to a particularly simple form involving only an integral over $\mu$; unfortunately that simplification does not arise in the second term.

We see that the elements $\langle n| D(\omega)\left|n^{\prime}\right\rangle$ are analytic in $\omega$ except along the real axis. The last term, if present, leads to a cut extending over the entire real $\omega$ axis. Each term in the sum over $l$ and $s$ leads in general to a cut along that part of the real $\omega$ axis where $\omega / l$ corresponds to a frequency of periodic orbits present in the equilibrium distribution. In the special case of simple harmonic oscillations, when $\Omega_{s}=\Omega_{s p E}$ is independent of $E$ and $p$, the singularity reduces to a pole at $\omega=l \Omega_{s}$ $+\beta_{s P E}$. If $f_{s}^{(0)}(E, p)$ is constant over some region in ( $E, p$ ) space, Eq. (IV. 20) shows that the cut along the $\omega$ axis for the second term in Eq. (IV.40) is not present for the corresponding interval in $l \Omega_{s p E}$. There are other special cases. For example, if $f_{s}^{(0)}(E, p)$ is piecewise constant in $E$, and if $\Omega_{s p E}$ depends only on $E$, the second term in Eq. (IV. 40) leads to simple poles in $\omega$. If the integrals are approximated by sums, as for numerical purposes, the resulting matrix elements again have only simple poles.

## V. PROPERTIES OF THE SOLUTION OF THE INITIAL-VALUE PROBLEM

The solution of the initial-value problem is obtained by inverting the Laplace transforms given by Eqs. (III. 6) and (III. 7). We shall focus our attention on the solution for the potential $\phi^{(1)}$. The solution for the auxiliary function $g_{s}$ could be obtained also; it leads to somewhat greater algebraic complexity.

If we rewrite Eq. (III. 6) in the matrix form developed in the last section, we may obtain the following equation for the potential coefficients $\hat{\alpha}_{n}$,

$$
\begin{equation*}
\sum_{n^{\prime}}\langle n| D(\omega)\left|n^{\prime}\right\rangle \hat{a}_{n^{\prime}}(\omega)=I_{n}(\omega), \tag{V.1}
\end{equation*}
$$

where the vector $I_{n}(\omega)$ is determined by the initial conditions

$$
\begin{equation*}
I_{n}(\omega)=\sum_{s(r)} \frac{J_{s r n}^{*}\left[\left(w_{s r}, \Phi_{s}(\omega)\right)+\gamma_{s r}(0)\right]}{i\left(\mu_{r}-\omega\right)} . \tag{v.2}
\end{equation*}
$$

In order to bring out the character of the solutions of Eq. (V.1) for the potential coefficients $\alpha_{n}(t)$, without involving ourselves in needless algebraic complexity, we shall consider only the case treated at the end of the last section of a completely Hamiltonian system with one nonignorable coordinate, and assume that all equilibrium orbits are periodic in the ( $Q, P$ ) plane. It will be clear that most of our results apply also in the general case. For systems which are not completely Hamiltonian, those results which depend on the Hermitian character of $D(\omega)$ may not apply. Using the notation
introduced at the end of the last chapter, we hold the ignorable indices $\kappa_{k}$ fixed and restrict our attention to the corresponding submatrices. The vector $I_{n}$ then becomes

$$
\begin{equation*}
I_{n}(\omega)=\sum_{s l} \int d p d E \frac{J_{s p E l l_{s}}^{*} A_{s p E l}(\omega)}{i\left(l \Omega_{s p E}+\beta_{s p E}-\omega\right)} \tag{V.3}
\end{equation*}
$$

where

$$
\begin{align*}
A_{s p E l}(\omega)= & T_{s \phi E}^{-1 / 2} \int d \tau \exp \left[i \tilde{G}_{s p E}(\tau)\right] \exp \left(-i l \Omega_{s p E} \tau\right) \\
& \times\left[\Phi_{s}(\omega)+g_{s}(0)\right] \tag{V.4}
\end{align*}
$$

where $Q$ and $P$ in the functions $\Phi_{s}(\omega)$ and $g_{s}(0)$ are to be expressed as functions of $p, E$, and $\tau$. The solution for $\alpha(t)$ is obtained by solving Eq. (V.1) and inverting the Laplace transform,
$\alpha_{n}(t)=(2 \pi)^{-1} \int_{C} d \omega \sum_{n^{\prime}}\langle n| D^{-1}(\omega)\left|n^{\prime}\right\rangle I_{n^{\prime}}(\omega) e^{-i \omega t}$,
where the integral is over a Bromwich contour $C$ parallel to the real $\omega$ axis, above all singularities of the integrand in the $\omega$ plane.

## A. Van Kampen and Landau solutions

Because of the integ rals over $p$ and $E$ in Eqs. (IV.40) and (V.3), the quantities $\langle n| D(\omega)\left|n^{\prime}\right\rangle$ and $I_{n}(\omega)$ have cuts on the real $\omega$ axis, although they are not singular there. In order to close the contour in Eq. (V.5) without having to cross these cuts, we proceed as follows. Add a contour $\mathcal{C}^{\prime}$ antiparallel to the real axis at $\operatorname{lm} \omega=-\infty$. The contribution to the integral from this contour evidently vanishes. Now depress the contour $C$ to the real axis, while raising the contour $C^{\prime}$ to the real axis. We are left with residues from the zeros of $\operatorname{det} D(\omega)$, which occur at conjugate points in the upper and lower half -plane, and an integral over the real $\omega$ axis of the discontinuity in the integrand across the axis. The resulting solution has the general form,

$$
\alpha_{n}(t)=\sum_{b} A_{b} C_{n b} e^{-i \omega_{b} t}+\int d \omega \sum_{a} A_{a}(\omega) C_{n a}(\omega) e^{-i \omega t} . \quad \text { (V. 6) }
$$

The terms in the sum represent the (discrete) normal modes of the system. The coefficients $A_{b}$ are complex amplitudes depending on the initial conditions through $I_{n}(\omega)$. The coefficients $C_{n b}$ determine the character of each normal mode $b$; that is, they determine the relative amplitudes and phases by which each potential component $\eta_{n}$ participates in the mode $b$; they do not depend on the initial conditions. Explicit formulas for the coefficients $A$ and $C$ will be given later. In the degenerate case when two or more roots $\omega_{b}$ of Eq. (IV.28) coincide, the corresponding term in the sum in Eq. (V.6) may involve a polynomial in 1 . The integral is over the cut along the real axis, and represents the van Kampen modes, which are singular modes with real frequencies. The real frequencies $\omega$ are in general degenerate; that is, there are many van Kampen modes at each frequency $\omega$. The sum over $a$ corresponds to this degeneracy. The amplitudes $A_{a}(\omega)$ again depend on the initial conditions, while the coefficients $C_{n a}(\omega)$ which describe the character of the mode do not. Instabilities can only come from the (discrete) normal modes. Phase mixing of the van Kampen modes can lead to damping (e.g., Landau damping).

If, for some value of the index $n$, the $n$th row and
column of the matrix $D(\omega)$ have no off-diagonal elements, then it is easy to show that, corresponding to this index $n$, there can be no (discrete) normal mode on the real axis with $\omega$ coinciding with the frequency of any van Kampen mode. [The element $\langle n| D(\omega \pm i 0)\left|n^{\prime}\right\rangle$ has a finite imaginary part if $A_{a}(\omega) \neq 0$.] This is the case, for example, for a homogeneous plasma. In such cases, the solution for a stable plasma consists only of van Kampen modes. We have not yet proved the corresponding result when the $n$th row or column of the matrix $D(\omega)$ contains off-diagonal terms.

An alternative way to close the contour $C$, adopted by Landau, is simply to depress the contour all the way to negative imaginary infinity in the $\omega$ plane. As the contour $C$ crosses the cut on the real axis, it enters a different Riemann sheet in the lower half-plane. On that sheet, the integrals over $E$ in Eqs. (V.3) and (IV.40) are defined by analytic continuation in $\omega$; that is, the $E$ integration is carried out over a contour in the $E$ plane which is deformed so as to keep $l \Omega_{s p E}+\beta_{s p E}$ below the point $\omega$. The resulting analytically continued $D$ matrix is no longer a Hermitian function of $\omega$. The resulting expression for $\alpha_{n}(t)$ has still the form (V.6). It contains a sum over normal modes, generally including Landaudamped modes in the lower half-plane. The integral over continuum modes is now to be carried out along vertical cuts extending to negative imaginary infinity from branch points on the real axis.

The Landau and van Kampen forms of solution are of course equivalent. It is a matter of taste and convenience which is chosen. In the nonrelativistic, homogeneous case, if the distribution functions are analytic functions of $p$ and $E$, there are no branch points on the real axis, and the Landau solution is simpler, the integral over van Kampen modes being replaced in general by a sum over a few discrete Landau-damped normal modes. However, in the inhomogeneous case, there are in general branch points, so that the Landau solution also contains integrals around the vertical cuts, which dominate the solution in the stable case. The asymptotic form of the solution for a stable, inhomogeneous equilibrium will be presented in a later paper. ${ }^{10}$ The Landau form has the advantage of exhibiting explicitly the long-time behavior of the solution. The van Kampen form has the advantage that it preserves the Hermitian character of $D(\omega)$ and hence the symmetry between the upper and lower half $\omega$ planes.

When these solutions are approximated in numerical calculations, the integrals in Eq. (V.3) and in formula (IV.40) for the matrix elements $\langle n| D(\omega)\left|n^{\prime}\right\rangle$ are replaced by sums. There are no longer any cuts in the $\omega$ plane, and the integral in Eq. (V.6) is replaced by a sum over discrete normal modes. (Refer to Sec. III for some additional remarks about numerical approximations.) This sum is an approximation to the integral; if the numerical approximations to the integrals in Eqs. (IV.40) and (V.3) are adequate, the resulting solution will be an adequate approximate solution to the initialvalue problem for some finite time interval. In such a numerical approximation, the Landau sheet in the lower half $\omega$ plane is no longer directly accessible. The problem of identifying the Landau-damped modes in the
numerical solution will not be addressed in the present paper.

## B. Discrete normal mode-typical (nondegenerate) case

We assume in what follows that the potentials can be represented with sufficient accuracy by some finite number $N$ of eigenfunctions of $\Lambda$, so that the matrix $\langle n| D(\omega)\left|n^{\prime}\right\rangle$ is of finite dimension $N \times N$. We could evaluate the reciprocal matrix $D^{-1}(\omega)$ in the standard way as the matrix of cofactors of the transpose divided by the determinant. The normal modes would then arise from the residues at the roots of the dispersion relation (IV.28).

It is more convenient to invert the matrix $D(\omega)$ by first diagonalizing it,

$$
\begin{equation*}
U^{-1}(\omega) D(\omega) U(\omega)=d(\omega), \tag{V.7}
\end{equation*}
$$

where $d(\omega)$ is diagonal, with diagonal elements $d_{m}(\omega)$. The matrix $U(\omega)$ which diagonalizes $D(\omega)$ is a unitary function in the sense defined in Appendix E. The column $U^{m}(\omega)$ of the matrix $U(\omega)$ is an eigenvector of $D(\omega)$ corresponding to the eigenvalue $d_{m}(\omega)$. If $\omega_{b}$ is a simple root of the dispersion relation (IV.28), then one of the eigenvalues, say $d_{b}(\omega)$ will vanish at $\omega=\omega_{b}$. The reciprocal $D^{-1}(\omega)$ can be written, by making use of Eq. (V.7), in the form
$\langle n| D^{-1}(\omega)\left|n^{\gamma}\right\rangle=\sum_{m}\langle n| U(\omega)|m\rangle\langle m| U^{-1}(\omega)\left|n^{\prime}\right\rangle / d_{m}(\omega)$. (V. 8)
It is now evident from Eqs. (V.5) and (V.8) that the normal mode has the form given by a term in the sum in Eq. (V.6), and that the coefficients are given by

$$
\begin{align*}
& C_{n b}=\langle n| U\left(\omega_{b}\right)|b\rangle / d_{b}^{\prime}\left(\omega_{b}\right),  \tag{V.9}\\
& A_{b}=-i \sum_{n}\langle b| U^{\dagger}\left(\omega_{b}\right)|n\rangle I_{n}\left(\omega_{b}\right), \tag{V.10}
\end{align*}
$$

where

$$
\begin{equation*}
d_{b}^{\prime}(\omega)=\frac{\partial d_{b}(\omega)}{\partial \omega} . \tag{V.11}
\end{equation*}
$$

## C. The continuum--van Kampen modes

The integral over the real $\omega$ axis in Eq. (V.6) comes from the integral in Eq. (V.5) taken just above the cut along the real axis minus the same integral taken just below the cut. If we write the matrix $D^{-1}(\omega)$ in the form (V.8), the coefficients $A_{a}$ and $C_{n a}$ are

$$
\begin{align*}
& C_{n m}=(2 \pi)^{-1}\langle n| U(\omega)|m\rangle / d_{m}(\omega),  \tag{V,12}\\
& C_{n,-m}=\left(C_{n m}\right)^{*}  \tag{V.13}\\
& A_{m}=\sum_{n}\langle m| U^{\dagger}(\omega)|n\rangle I_{n}(\omega)  \tag{V.14}\\
& A_{-m}=\sum_{n}\langle n| U(\omega)|m\rangle I_{n}(\omega-i 0), \tag{V.15}
\end{align*}
$$

where all functions of $\omega$ are to be evaluated at the real axis just above the cut, except for $I_{n}(\omega-i 0)$ in Eq. (V.15), which is to be evaluated just below the cut. The index $m$ runs over the values $1,2, \ldots, N$ corresponding to the eigenfunctions of $\Lambda$. We have chosen to let the index $a=m$ [in Eq. (V.6)] correspond to the integral just above the cut, and to let $a=-m$ correspond to the integral below the cut. In Eqs. (V.13) and (V.15), we have used the fact that $D(\omega)$ is a Hermitian function (hence $d_{m}(\omega)$ is a real function), and that $U(\omega)$ is a unitary function. The necessary modifications when this is not the case are obvious.

We could equally well have taken the inverse of the matrix $D(\omega)$ in the standard way. The resulting formulas would then have been

$$
\begin{align*}
& C_{n a}=(2 \pi)^{-1}\langle n| M(\omega)|a\rangle / \operatorname{det} D(\omega),  \tag{V.16}\\
& A_{a}=I_{a}(\omega), \tag{V.17}
\end{align*}
$$

where $\langle n| M(\omega)|m\rangle$ is the matrix of cofactors of the transpose of $D(\omega)$, and the quantities on the right are to be evaluated at $\omega+i 0$ if $a=m$, and at $\omega-i 0$ if $a=-m$. Equations (V.16) and (V.17) correspond to another choice of the degenerate modes.

When the Landau procedure for shrinking the contour $C$ in the integral (V.5) is chosen, the continuum part of the solution plus the contributions from the poles below the real $\omega$ axis are rewritten as a sum of Landaudamped modes, plus integrals over vertical cuts extending into the lower half-plane from branch points on the real axis. The latter integrals can be written in a form analogous to that given above for the van Kampen modes. The result is a sum of integrals over a continuum of Landau-damped modes, each integral being over modes with a discrete real frequency and a continuum of damping constants from zero to infinity.

## D. Discrete normal modes-degenerate case

By degenerate here, we refer to a mode or set of modes corresponding to a multiple root $\omega$ of the dispersion relation (IV.28). When the dispersion relation (IV.28) has an $n$-fold root $\omega_{b}$, the integrand in Eq. (V.5) will have an $n$ th-order pole. The corresponding term in the solution ( $V .6$ ) will then generally have an ( $n-1$ )st-order polynomial in $t$ as the coefficient $C_{n b}$. An exception occurs when the dispersion matrix $D(\omega)$ has $n$ independent eigenvectors whose $n$ eigenvalues each have a simple zero at $\omega_{b}$. There are then $n$ independent normal modes of the form shown in the first term in Eq. (V.6), which happen to have the same frequency $\omega_{b}$. Otherwise, that is, if some eigenvalue of $D(\omega)$ has a multiple zero at $\omega_{b}$, or if the corresponding eigenvectors are not independent, a polynomial in $t$ will in general occur in the solution. We shall not carry through the corresponding calculations in this paper.

Degeneracies in the eigenvalues of the dispersion matrix $D(\omega)$ are discussed in Appendix E. They do not ultimately affect the character of the solution given by Eq. (V.5), as we see if we note that the inverse $D^{-1}(\omega)$ can be written in the standard way without introducing the eigenvectors of $D(\omega)$ at all. However, if we write $D^{-1}(\omega)$ in the form (V.8), then degenerate eigenvalues must be taken into account. If the eigenvalue $d_{m}(\omega)$ is $n$-fold degenerate at $\omega_{b}$, then $d_{m}(\omega)$ has in general an $n$-fold branch point at $\omega_{b}$, and the transformation matrix $U(\omega)$ has a $2 n$-fold branch point. (See Appendix E.) These branch points do not occur in the complete sum over $m$ in Eq. (V. 8), but they do occur in the individual terms. We omit the details here. As pointed out in Appendix E, the $N$-valued function $d_{m}(\omega)$ has typically double branch points at discrete points in the $\omega$ plane, wherever two eigenvalues $d_{m}(\omega)$ coincide and the corresponding two Riemann sheets are stitched together. Higher-order branch points are exceptional cases, as are cases when a branch point happens to coincide with
a zero eigenvalue. Since the sum in Eq. (V.6) is over points $\omega_{b}$ where $d_{m}\left(\omega_{b}\right)=0$, we do not ordinarily need to worry about this case. Note however that certain methods of searching for zero eigenvalues $d_{m}(\omega)$ may involve encircling branch points. (Such methods are discussed by Holdren, ${ }^{7}$ who, however, does not mention the problem of branch points.)
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## APPENDIX A: THE LAGRANGE AND HAMILTON EQUATIONS IN VECTOR FORM AND HAMILTON'S PRINCIPLE

In this appendix we give some basic relations that pertain to the vector form of the Lagrange and Hamilton equations of motion for a particle; and we write Hamilton's principle for a completely Hamiltonian system in the form that is particularly relevant to the formulation in Secs. III and IV of the linearized initialvalue problem.

For writing the Lagrange and Hamilton equations in vector form, as well as for writing the Liouville operator or for discussing Hamilton's principle, it is useful to introduce gradient operators with respect to velocity or canonical momentum variables. The detailed meaning of any one of the various gradient operators depends on what variables have been chosen as formally independent arguments for the function on which the gradient operates. We consider functions which may depend on the position vector $r$ and on a vector that we denote generically by $\sigma$. In our discussions, the vector $\sigma$ may be a velocity vector, or it may be a canonical momentum vector as defined in Sec. II by Eq. (II.12) or in this appendix by Eq. (A7). We assume that dependence on $\sigma$ is explicit. However, in addition to explicit dependence on $r$, the function may also depend implicitly on $\boldsymbol{r}$ through explicit dependence on the array of potential functions $\phi$. There also may be dependence on time, but it is not important for our discussion of the gradient operators and we suppress it.

Let $G[\mathbf{r}, \boldsymbol{\sigma}, \phi(\mathbf{r})]$ be an arbitrary function of formally independent arguments $\mathbf{r}, \boldsymbol{\sigma}$, and $\phi(r)$. We define the operators $\nabla_{\mathbf{r}}$ and $\nabla_{\sigma}$ such that the change $\delta G$ due to infinitesimal changes $\delta \mathbf{r}$ and $\delta \boldsymbol{\sigma}$ is given by

$$
\begin{aligned}
& \delta G[\mathbf{r}, \sigma, \phi(\mathbf{r})] \\
& \quad=\sum_{i} \delta \mathbf{r} \cdot\left(\boldsymbol{\nabla} \phi_{i}\right) \frac{\partial G}{\partial \phi_{i}}+\delta \mathbf{r} \cdot \nabla_{\mathbf{r}} G[\mathbf{r}, \boldsymbol{\sigma}, \phi]+\delta \boldsymbol{\sigma}^{\circ} \boldsymbol{\nabla}_{\sigma} G[\mathbf{r}, \sigma, \phi]
\end{aligned}
$$

$$
\begin{equation*}
=\delta \mathbf{r} \cdot(\nabla \phi) \frac{\partial G}{\partial \phi}+\delta \mathbf{r}^{\circ} \nabla_{\mathbf{r}} G[\mathbf{r}, \boldsymbol{\sigma}, \phi]+\delta \boldsymbol{\sigma}^{\circ} \boldsymbol{\nabla}_{\sigma} G[\mathbf{r}, \boldsymbol{\sigma}, \phi] . \tag{A1}
\end{equation*}
$$

Thus $\nabla_{\mathbf{r}}$ is the gradient operator with respect to $\mathbf{r}$ holding the array $\phi$ and the vector $\sigma$ fixed, and $\nabla_{\sigma}$ is the gradient operator with respect to $\sigma$ holding the array $\phi$ and the vector $r$ fixed; $\nabla$ is the usual gradient operator with respect to all occurrences, explicit or implicit, of $r$.

For convenience, we choose an orthogonal coordinate system whose unit vectors are $\hat{\mathbf{e}}_{j}(\mathbf{r})$, we denote the coordinate of $\mathbf{r}$ associated with $\hat{\boldsymbol{e}}_{j}$ by $q_{j}$, and we express the derivative of $\mathbf{r}$ with respect to $q_{j}$ as usual in terms of a function $h_{f}(\mathbf{r})$ by

$$
\begin{equation*}
\frac{\partial \mathbf{r}}{\partial q_{j}}=h_{j}(\mathbf{r}) \hat{\mathbf{e}}_{j}(\mathbf{r}) . \tag{A2}
\end{equation*}
$$

A result of this expression for $\partial \mathbf{r} / \partial q_{j}$ is

$$
\begin{equation*}
\delta q_{j}=\delta \mathbf{r} \cdot \nabla q_{j}=\delta \mathbf{r} \cdot\left(\hat{\mathbf{e}}_{j} / h_{j}\right) . \tag{A3}
\end{equation*}
$$

## 1. The equations of motion

Each particle of species $s$ moves according to an equation of motion derivable from a Lagrangian $L_{s}[\mathbf{r}, \dot{\mathbf{r}}, \phi(\mathbf{r}, t)]$, depending explicitly on some potential functions $\phi_{i}$. These potentials are in turn determined by the particle currents and densities. For example, a particle acted on by electromagnetic forces only has the Lagrangian

$$
\begin{equation*}
L_{s}[\mathbf{r}, \dot{\mathbf{r}}, \phi(\mathbf{r}, t)]=\frac{1}{2} M_{s} \dot{\mathbf{r}}^{2}-Q_{s} \Phi(\mathbf{r}, t)+\left(Q_{s} / c\right) \dot{\mathbf{r}} \cdot \mathbf{A}(\mathbf{r}, t), \tag{A4}
\end{equation*}
$$

where the electromagnetic potentials $\Phi$ and $\mathbf{A}$ comprise the array $\phi$. Our formalism also allows $L_{s}$ to contain other forces (e.g., external forces) that are derivable from a generalized potential. The Lagrange equation of motion can be written as

$$
\begin{equation*}
\frac{d}{d t} \nabla_{\dot{r}} L_{s}-\nabla_{\mathbf{r}} L_{s}-\left(\nabla_{\phi}\right) \frac{\partial L_{s}}{\partial \phi}=0 \tag{A5}
\end{equation*}
$$

where the gradient operators are as defined by Eq. (A1).

The Hamiltonian associated with the Lagrangian $L_{s}$ is defined by

$$
\begin{equation*}
H_{s}[\mathbf{r}, \rho, \phi(\mathbf{r}, t)]=\rho \cdot \dot{\mathbf{r}}-L_{s}[\mathbf{r}, \dot{\mathbf{r}}, \phi(\mathbf{r}, t)], \tag{A6}
\end{equation*}
$$

where the canonical momentum vector $\rho$ is defined by

$$
\begin{equation*}
\boldsymbol{\rho}=\boldsymbol{\nabla}_{\dot{r}} L_{s}[\mathbf{r}, \dot{\mathbf{r}}, \phi(\mathbf{r}, t)], \tag{A7}
\end{equation*}
$$

and where the arguments $\mathbf{r}, \rho$, and $\phi(\mathbf{r}, t)$ of $H_{s}$ and $L_{s}$ are considered to be formally independent. The canonical momentum vector is a vector generalization of the scalar canonical momenta. Its components are closely related to the usual generalized momenta $p_{j}$ defined by

$$
\begin{equation*}
p_{j}=\frac{\partial L_{s}}{\partial \dot{q}_{j}} \tag{A8}
\end{equation*}
$$

where the variables $q_{j}, \dot{q}_{j}$, and $\phi_{i}$ are considered to be formally independent. The canonical momentum vector can be calculated from Eqs. (A7) and (A1); the result is

$$
\begin{equation*}
\rho=\sum_{j} \stackrel{\rightharpoonup}{\mathrm{e}}_{j}\left(\frac{1}{h_{j}}\right) \frac{\partial L_{s}}{\partial \stackrel{\rightharpoonup}{q}_{j}}=\sum_{j} \hat{\mathrm{e}}_{j}\left(\frac{1}{h_{j}}\right) p_{j} \tag{A9}
\end{equation*}
$$

so that

$$
\begin{equation*}
p_{j}=\left(h_{j} \hat{\mathbf{e}}_{j}\right) \cdot \rho . \tag{A10}
\end{equation*}
$$

Hamilton's equations for a particle of species $s$ with position vector $\mathbf{r}$ and canonical momentum vector $\rho$ can be written in the vector form

$$
\begin{align*}
& \dot{\mathbf{r}}=\nabla_{\boldsymbol{\rho}} H_{s}, \\
& \dot{\boldsymbol{\rho}}=-\nabla_{\mathbf{r}} H_{s}-(\nabla \phi) \frac{\partial H_{s}}{\partial \phi} . \tag{A11}
\end{align*}
$$

The gradient operators are as defined by Eq. (A1).
The form of Hamilton's equations given by Eqs. (A11) is completely equivalent to the scalar form

$$
\begin{align*}
& \dot{q}_{j}=\frac{\partial H_{s}}{\partial p_{j}}, \\
& \dot{p}_{j}=-\frac{\partial H_{s}}{\partial q_{j}}-\sum_{i} \frac{\partial \phi_{i}}{\partial q_{j}} \frac{\partial H_{s}}{\partial \phi_{i}}, \tag{A12}
\end{align*}
$$

where $H_{s}$ is considered to be an explicit function of the variables $q_{j}, p_{j}$, and $\phi_{i}$. This can be seen by writing out the components of Eqs. (A11). A convenient way to obtain expressions for the gradients of $H_{s}$ is to write the variation of $H_{s}$ as
$\delta H_{s}=\sum_{i} \delta \dot{\mathbf{r}}\left(\boldsymbol{\nabla} \phi_{i}\right) \frac{\partial H_{s}}{\partial \phi_{i}}+\sum_{j}\left(\delta q_{j} \frac{\partial H_{s}}{\partial q_{j}}+\delta p_{j} \frac{\partial H_{s}}{\partial p_{j}}\right)$,
substitute expressions for $\delta q_{j}$ and $\delta p_{j}$ in terms of $\delta \mathbf{r}$ and $\delta \rho$ from Eqs. (A3) and (A10), and compare with Eq. (A1). The resulting expressions for $\nabla_{\mathbf{r}} H_{s}$ and $\nabla_{\rho} H_{s}$ are

$$
\begin{aligned}
\nabla_{\mathbf{r}} H_{s} & =\sum_{j}\left[\hat{e}_{j}\left(\frac{1}{h_{j}}\right) \frac{\partial H_{s}}{\partial q_{j}}+\left(\nabla h_{j} \hat{\mathbf{e}}_{j}\right) \cdot \rho \frac{\partial H_{s}}{\partial p_{j}}\right] \\
& =\sum_{j}\left[\hat{\mathrm{e}}_{j}\left(\frac{1}{h_{j}}\right) \frac{\partial H_{s}}{\partial q_{j}}+\left(\nabla h_{j} \hat{\mathbf{e}}_{j}\right) \cdot \sum_{i} \hat{e}_{i}\left(\frac{1}{h_{i}}\right) p_{i} \dot{q}_{j}\right], \\
\nabla_{\rho} H_{s} & =\sum_{j} \hat{e}_{j} h_{j} \frac{\partial H_{s}}{\partial p_{j}} .
\end{aligned}
$$

Using this expression for $\nabla_{\rho} H_{s}$, the first of Eqs. (A11) can be written as

$$
\sum_{j} \hat{e}_{j} h_{j} \dot{q}_{j}=\sum_{j} \hat{e}_{j} h_{j} \frac{\partial H_{s}}{\partial p_{j}},
$$

which shows that the $j$ th component of the first of Eqs. (A11) is $h_{j}$ times the first of Eqs. (A12). In order to show the equivalence of the second of Eqs. (A11) and (A12), we write $\rho$ as

$$
\begin{aligned}
\dot{\rho} & =\sum_{j}\left[\hat{\mathrm{e}}_{j}\left(\frac{1}{h_{j}}\right) \dot{p}_{j}+p_{j} \dot{\mathrm{r}} \cdot \nabla\left(\frac{\hat{\mathrm{e}}_{j}}{h_{j}}\right)\right] \\
& =\sum_{j}\left[\hat{e}_{j}\left(\frac{1}{h_{j}}\right) \dot{p}_{j}+p_{j} \sum_{i} h_{i} \dot{q}_{i} \hat{\mathrm{e}}_{i} \cdot \nabla\left(\frac{\hat{\mathrm{e}}_{j}}{h_{j}}\right)\right],
\end{aligned}
$$

and use the above expression for $\nabla_{\mathrm{r}} H_{s}$ in the second of Eqs. (A11). We then use the identity

$$
\begin{gathered}
\sum_{j} p_{j} \sum h_{i} \dot{q}_{i} \hat{\mathrm{e}}_{i} \cdot \nabla\left(\frac{\hat{\mathrm{e}}_{j}}{h_{j}}\right)+\sum_{j}\left(\nabla h_{j} \hat{\mathrm{e}}_{j}\right) \cdot \sum_{i} \hat{\mathrm{e}}_{i}\left(\frac{1}{h_{i}}\right) p_{i} \dot{q}_{j} \\
=-\sum_{i, j} p_{i} \hat{q}_{j}\left(h_{j} \hat{\mathrm{e}}_{j}\right) \times\left[\mathrm{V} \times\left(\frac{\hat{\mathrm{e}}_{i}}{h_{i}}\right)\right]=0
\end{gathered}
$$

to obtain that the $j$ th component of the second of Eqs. (A.11) is $1 / h_{j}$ times the second of Eqs. (A.12).

## 2. Hamilton's principle for a completely Hamiltonian system

The Langrangian for a completely Hamiltonian system consistes of two parts,

$$
\begin{equation*}
L=L_{\mathrm{field}_{\mathrm{i}}}+L_{\mathrm{particle} \mathbf{e}}, \tag{A13}
\end{equation*}
$$

where $L_{\text {particie }}$ includes the interaction of the field with the particles. The quantity $L_{\text {field }}$ has the form

$$
\begin{equation*}
L_{\mathrm{field}}=\int d^{3} \mathbf{r} L_{\text {field }}, \tag{A14}
\end{equation*}
$$

where the Lagranian density $L_{\text {field }}$ is a functional of the potential functions $\phi_{i}(r, l)$ and their derivatives, and, possibly, an explicit function of r and $t$ in addition. Varying the time integral of $L_{\text {field }}$ with respect to $\phi$ gives rise to the exact, perhaps nonlinear, field operator on $\phi$ that corresponds to the linear operator $K$ in Eq. (II. 2). That is,

$$
\begin{align*}
\delta \int_{t_{1}}^{t_{2}} L_{\mathrm{field}} d t & =\delta \int_{t_{1}}^{t_{2}} d t \int d^{3} \mathbf{r} L_{\mathrm{field}} \\
& =\sum_{\mathbf{i}} \int_{t_{1}}^{t_{2}} d t \int d^{3} \mathbf{r}[\bar{K} \phi]_{\mathbf{1}} \delta \phi_{\mathbf{i}}, \tag{A15}
\end{align*}
$$

where $\bar{K}$ is the exact field operator.
In order to construct $L_{\text {particle }}$, we introduce a function $\mathrm{R}_{s}\left(\mathrm{r}^{\prime}, \rho^{\prime}, t\right)$ as the position vector and a function $P_{s}\left(r^{\prime}, \rho^{\prime}, t\right)$ as the canonical momentum vector of a particle of species $s$ at time $t$ whose initial position and canonical momentum vectors are $\mathrm{r}^{\prime}$ and $\rho^{\prime}$, respectively. The quantity $L_{\mathrm{particle}}$ is then given by

$$
\begin{align*}
L_{\text {particle }}= & \sum_{s} \int d^{3} \mathbf{r}^{\prime} d^{3} \rho^{\prime} f_{s}\left(\mathbf{r}^{\prime}, \rho^{\prime}, 0\right) \\
& \times\left\{\mathrm{P}_{s}\left(\mathbf{r}^{\prime}, \rho^{\prime}, t\right) \cdot \dot{\mathbf{R}}_{s}\left(\mathbf{r}^{\prime}, \rho^{\prime}, t\right)\right.  \tag{A16}\\
& \left.-H_{s}\left[\mathbf{R}_{s}, \mathrm{P}_{s}, \phi\left(\mathbf{R}_{s}, t\right)\right]\right\},
\end{align*}
$$

where $f_{s}\left(\mathbf{r}^{\prime}, \rho^{\prime}, 0\right)$ is the initial canonical phase-space distribution function. The quantity in curly brackets is just the single-particle Langranian expressed in terms of canonical variables. The quantities to be varied independently are $\mathrm{P}_{s}, \mathrm{R}_{s}$, and $\phi$. Variation of the time integral of $L_{\text {particle }}$ with respect to $P_{s}$ gives

$$
\begin{align*}
& \delta_{P_{s}} \int_{t_{1}}^{t_{2}} L_{\mathrm{part} \mathrm{icle}} d t \\
& \quad=\int_{t_{1}}^{t_{2}} d t \int d^{3} \mathbf{r}^{\prime} d^{3} \rho^{\prime} f_{s}\left(\mathbf{r}^{\prime}, \rho^{\prime}, 0\right)\left\{\dot{\mathrm{R}}_{s}-\nabla_{\mathrm{P}_{s}} H_{s}\right\} \cdot \delta \mathrm{P}_{s} \tag{A17}
\end{align*}
$$

Variation with respect to $\mathbf{R}_{s}$, requiring that $\delta \mathbf{R}_{s}$ vanish for $t=t_{1}$ or $t_{2}$, gives

$$
\begin{align*}
& \delta_{\mathbf{R}_{s}} \int_{t_{1}}^{\mathrm{t}_{2}} L_{\mathrm{parti} \mathrm{cle}} d t \\
&=-\int_{t_{1}}^{t_{2}} d t \int d^{3} \mathbf{r}^{\prime} d^{3} \rho^{\prime} f_{s}\left(\mathbf{r}^{\prime}, \rho^{\prime}, 0\right)  \tag{A18}\\
& \times\left(\dot{\mathbf{P}}_{s}+\nabla_{\mathbf{R}_{s}} H_{s}+\sum_{i}\left(\nabla_{\mathbf{R}_{s}} \phi_{i}\right) \frac{\partial H_{s}}{\partial \phi_{i}}\right) \delta \mathbf{R}_{s^{\circ}}
\end{align*}
$$

Variation with respect to $\phi$ gives

$$
\begin{align*}
& \delta_{\phi} \int_{t_{1}}^{t_{2}} L_{\text {particle }} d t \\
& \quad=-\sum_{s} \int d^{3} \mathbf{r}^{\prime} d^{3} \rho^{\prime} f_{s}\left(\mathbf{r}^{\prime}, \rho^{\prime}, 0\right) \sum_{i} \frac{\partial H_{s}}{\partial \phi_{i}} \delta \phi_{i}\left(R_{s}, t\right) \\
& \quad=-\sum_{s} \int d^{3} \mathbf{r} d^{3} \rho f_{s}(\mathbf{r}, \boldsymbol{\rho}, t) \sum_{i} \frac{\partial H_{s}}{\partial \phi_{i}} \delta \phi_{i}(\mathbf{r}, t) . \tag{A19}
\end{align*}
$$

In the second line, the arguments of $H_{s}$ are $\mathbf{R}_{s}, \mathbf{P}_{s}$, and $\phi\left(\mathbf{R}_{s}, t\right)$; in the last line, the arguments are $r, p$, and $\phi(r, t)$. In order to obtain that form of the variation, Liouville's theorem was used to make a change of variables of integration. The reason for expressing the Lagrangian in terms of position and canonical momentum, instead of in terms of the more usual position and velocity, is to ensure that Liouville's theorem can be used to change the variables of integration in this way. In most cases of interest, the analogous change of variables could in fact be made in terms of position and velocity. However, because we allow the possibility of generalized potentials in $L_{\text {particle }}$, there are cases for which position and velocity variables are unsuitable. Some further discussion of the difference between position and canonical momentum variables on the one hand, and position and velocity variables on the other, can be found in Appendix C.

By virtue of Eqs. (A15) and (A17)-(A19), we see that Hamilton's principle.

$$
\begin{equation*}
\delta \int_{t_{1}}^{t_{2}} L d t=0 \tag{A20}
\end{equation*}
$$

used with the Lagrangian specified by Eqs. (A13), (A14), and (A16), implies Hamilton's equations of motion (A11) or (II.17) for the particles. It also implies the equation

$$
\begin{equation*}
\bar{K} \phi(\mathbf{r}, t)=\sum_{s} \int d^{3} \rho \frac{\partial H_{s}}{\partial \phi} f_{s}(\mathbf{r}, \boldsymbol{\rho}, t), \tag{A21}
\end{equation*}
$$

in which the arguments of $H_{s}$ are $\mathbf{r}, \rho$, and $\phi(\mathbf{r}, t)$. It is apparent that linearization of Eq. (A21) will lead to an equation of the form (II. 2), the basic linearized field equation with which we began, and that the quantity $J_{s}^{\dagger} f_{s}^{(1)}$ is correctly expressed by Eqs. (II. 26) and (II. 27), in which the arguments of $H_{s}$ are $r, \rho$, and $\phi^{(0)}(\mathbf{r})$.

## APPENDIX B: THREE EXAMPLES OF THE FORMULATION

In this appendix we formulate the basic equations for three plasma systems as examples of the fundamental equations that were presented in Sec. II. Gaussian units for electromagnetic quantities are used throughout.

## 1. One-dimensional electron gas

The exact, nonlinear Vlasov-Poisson equations for a a one-dimensional electron gas in a fixed ion background of number density $n_{0}(x)$ are

$$
\begin{align*}
& \frac{\partial f}{\partial t}+v \frac{\partial f}{\partial x}+\frac{e}{m} \frac{\partial \phi}{\partial x} \frac{\partial f}{\partial v}=0  \tag{B1}\\
& \frac{\partial^{2} \phi}{\partial x^{2}}=4 \pi e\left[\int f(x, v, t) d v-n_{0}(x)\right] \tag{B2}
\end{align*}
$$

where $f$ is the electron distribution function in the phase space of position and velocity, $\phi$ is the scalar potential, $m$ is the electron mass, $e$ is the ion charge, and $-e$ is the electron charge. The linearized equations for small perturbations $f^{(1)}$ and $\phi^{(1)}$ about an equilibrium distribution $f^{(0)}$ and potential $\phi^{(0)}$ are

$$
\begin{equation*}
\frac{\partial f^{(1)}}{\partial t}+v \frac{\partial f^{(1)}}{\partial x}+\frac{e}{m} \frac{d \phi^{(0)}}{d x} \frac{\partial f^{(1)}}{\partial v}=-\frac{e}{m} \frac{\partial f^{(0)}}{\partial v} \frac{\partial \phi^{(1)}}{\partial x}, \tag{B3}
\end{equation*}
$$

$$
\begin{equation*}
-\frac{1}{4 \pi} \frac{\partial^{2} \phi^{(1)}}{\partial x^{2}}=-e \int f^{(1)}(x, v, t) d v \tag{B4}
\end{equation*}
$$

These equations correspond to Eqs. (II.1) and (II.2). Because the plasma system is completely Hamiltonian, the right-hand side of Eq. (B4) corresponds to Eqs. (II. 26) and (II.27).

As an illustration of the introduction of an auxiliary function $g$ to replace the perturbed distribution function, we choose the auxiliary function in the particular way discussed in Sec. II in connection with Eq. (II.33).
Letting the equilibrium distribution function be a function of the total energy, $f^{(0)}=f^{(0)}[\epsilon(x, v)]$, where

$$
\begin{equation*}
\epsilon=\frac{1}{2} m v^{2}-e \phi^{(0)}(x) \tag{B5}
\end{equation*}
$$

we define $g$ by

$$
\begin{equation*}
f^{(1)}(x, v, t)=g(x, v, t)-e \phi^{(1)}(x, t) f^{(0)}(\epsilon) \tag{B6}
\end{equation*}
$$

where $f^{(0)}(\epsilon)=\partial f^{(0)} / \partial \epsilon$. The equations for $g$ and $\phi^{(1)}$ are then

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+L\right) g=e f^{(0)^{\prime}}(\epsilon) \frac{\partial \phi^{(1)}}{\partial t}  \tag{B7}\\
& \Lambda \phi^{(1)}=-e \int g(x, v, t) d v \tag{B8}
\end{align*}
$$

where

$$
\begin{align*}
& L(x, v)=v \frac{\partial}{\partial x}+\frac{e}{m} \frac{d \phi^{(0)}}{d x} \frac{\partial}{\partial v}  \tag{B9}\\
& 4 \pi \Lambda=-\frac{\partial^{2}}{\partial x^{2}}+k_{D}^{2}(x)
\end{align*}
$$

and

$$
\begin{equation*}
k_{D}^{2}(x)=-4 \pi e^{2} \int f^{(0)}(\epsilon) d v \tag{B11}
\end{equation*}
$$

Notice that $k_{D}^{2}(x)=1 / \lambda_{D}^{2}(x)$, where $\lambda_{D}(x)$ is the local one-dimensional Debye length for the equilibrium.

## 2. Three-dimensional multispecies plasma

In this example we use the position vector $r$ and the canonical momentum vector $\rho$ as variables, and write the equations in terms of the canonical phase-space distribution functions $f_{s}(r, \rho, t)$. In addition to the electromagnetic scalar potential, $\phi(r, t)$, we now include the electromagnetic vector potential, $\mathbf{A}(r, t)$. The canonical momentum vector for a particle of species $s$ is defined in terms of the velocity v according to Eq. (II.12) by

$$
\begin{equation*}
\rho=M_{s} \mathbf{v}+\frac{Q_{s}}{c} \mathbf{A}(r, t) \tag{B12}
\end{equation*}
$$

The exact equations for the system in the Coulomb gauge, $\boldsymbol{\nabla} \cdot \mathbf{A}=0$, are

$$
\begin{align*}
& \frac{\partial f_{s}}{\partial t}+\frac{1}{M_{s}}\left(\rho-\frac{Q_{s}}{c} \mathbf{A}\right) \cdot \nabla_{\mathbf{r}} f_{s}-Q_{s}(\nabla \phi) \cdot \nabla_{\rho} f_{s} \\
&+\frac{Q_{s}}{M_{s} c}\left(\nabla_{\rho} f_{s}\right) \cdot(\nabla \mathbf{A}) \cdot\left(\rho-\frac{Q_{s}}{c} \mathbf{A}\right)=0  \tag{B13}\\
&-\nabla^{2} \phi=4 \pi \sum_{s} Q_{s} \int d^{3} \rho f_{s}(r, \rho, t)  \tag{B14}\\
& \nabla^{2} \mathbf{A}-\frac{1}{c^{2}} \frac{\partial^{2} \mathbf{A}}{\partial t^{2}}-\frac{1}{c} \nabla \frac{\partial \phi}{\partial t} \\
&=-4 \pi \sum_{s} \frac{Q_{s}}{M_{s} c} \int d^{3} \rho\left(\rho-\frac{Q_{s}}{c} \mathbf{A}\right) f_{s}(\mathbf{r}, \rho, t) \tag{B15}
\end{align*}
$$

The particle Hamiltonian for species $s$ is

$$
\begin{equation*}
H_{s}=\frac{1}{2 M_{s}}\left(\rho-\frac{Q_{s}}{c} \mathbf{A}\right)^{2}+Q_{s} \phi \tag{B16}
\end{equation*}
$$

We choose the array of potential functions to be

$$
\phi \rightarrow\binom{\phi}{\mathbf{A}}
$$

so that
$\frac{\partial H_{s}}{\partial \phi} \rightarrow\left(-\frac{Q_{s}}{M_{s} c}\left(\rho-\frac{Q_{s}}{c}\right) \mathbf{A}\right), \quad \frac{\partial^{2} H_{s}}{\partial \phi^{2}} \rightarrow\left(\begin{array}{cc}0 & 0 \\ 0 & \frac{Q_{s}^{2}}{M_{s} c^{2}}\end{array}\right)$,
where 1 is the unit dyad. The linearized equations for this completely Hamiltonian system, corresponding to Eqs. (II. 1), (II. 2), (II. 25), and (II. 27), are

$$
\begin{align*}
&\left(\frac{\partial}{\partial t}+L_{s}\right) f_{s}^{(1)}=U_{s}\binom{\phi^{(1)}}{\mathbf{A}^{(1)}}  \tag{B17}\\
& K\binom{\phi^{(1)}}{\mathbf{A}^{(1)}}\left.=\sum_{s} \int d^{3} \rho\left[\begin{array}{c}
Q_{s} \\
-\frac{Q_{s}}{M_{s} c}\left(\rho-\frac{Q_{s}}{c} \mathbf{A}^{(0)}(\mathbf{r})\right.
\end{array}\right)\right] f_{s}^{(1)}(r, \rho, t) \\
&=\sum_{s} f_{s}^{\dagger} f_{s}^{(1)} \tag{B18}
\end{align*}
$$

where

$$
\begin{align*}
& L_{s} f_{s}^{(1)}= \frac{1}{M_{s}}\left(\rho-\frac{Q_{s}}{c} \mathbf{A}^{(0)}\right) \cdot \nabla_{\mathbf{r}} f_{s}^{(1)}-Q_{s}\left(\nabla \phi^{(0)}\right) \cdot \nabla_{\rho} f_{s}^{(1)} \\
&+\frac{Q_{s}}{M_{s} c}\left(\nabla_{\rho} f_{s}^{(1)}\right) \cdot\left(\nabla \mathbf{A}^{(0)}\right) \cdot\left(\rho-\frac{Q_{s}}{c} \mathbf{A}^{(0)}\right),  \tag{B19}\\
& U_{s}\binom{\phi^{(1)}}{\mathbf{A}^{(1)}}= \frac{Q_{s}}{M_{s} c}\left[\left(\nabla_{\mathbf{r}} f_{s}^{(0)}\right)+\frac{Q_{s}}{c}\left(\nabla_{\rho} f_{s}^{(0)}\right) \cdot\left(\nabla \mathbf{A}^{(0)}\right)\right] \cdot \mathbf{A}^{(1)} \\
&+Q_{s}\left(\nabla_{\rho} f_{s}^{(0)}\right) \cdot \nabla \phi^{(1)}-\frac{Q_{s}}{M_{s} c}\left(\nabla_{\rho} f_{s}^{(0)}\right) \\
& \circ\left(\nabla \mathbf{A}^{(1)}\right) \cdot\left(\rho-\frac{Q_{s}}{c} \mathbf{A}^{(0)}\right),  \tag{B20}\\
& K=\frac{1}{4 \pi}\left[\begin{array}{l}
-\nabla^{2} \\
-\frac{1}{c} \nabla \frac{\partial}{\partial t} \quad \nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\frac{1}{c^{2}} \sum_{s} \omega_{p s}^{2}
\end{array}\right] \tag{B21}
\end{align*}
$$

and

$$
\omega_{p s}^{2}(r)=\frac{4 \pi Q_{s}^{2}}{M_{s}} \int d^{3} \rho f_{s}^{(0)}(r, \rho)
$$

Note that the operator $K$ given by Eq. (B19) involves $t$ because of the operators $\partial / \partial t$ and $\partial^{2} / \partial t^{2}$. We now replace $K$ by a completely time-independent operator $\Lambda$ by introducing a particular set of auxiliary functions $g_{s}$ as in Eq. (II. 7),

$$
\begin{equation*}
g_{s}(\mathbf{r}, \rho, t)=f_{s}^{(1)}(r, \rho, t)-P_{s}\binom{\phi^{(1)}}{\mathbf{A}^{(1)}} \tag{B22}
\end{equation*}
$$

where

$$
P_{s}\binom{\phi^{(1)}}{\mathbf{A}^{(1)}}=F_{s}\left(v^{2}\right) \mathbf{V} \cdot \frac{\partial}{\partial t}\left(\nabla \phi^{(1)}+\frac{1}{c} \frac{\partial \mathbf{A}^{(1)}}{\partial t}\right)
$$

$$
\begin{array}{r}
=-F_{s}\left(v^{2}\right) \mathbf{v} \cdot \frac{\partial \mathbf{E}^{(1)}}{\partial t}  \tag{B23}\\
\mathbf{v}=\frac{1}{M_{s}}\left(\rho-\frac{Q_{s}}{c} \mathbf{A}^{(0)}(\mathbf{r})\right)
\end{array}
$$

and $F_{s}$ is an arbitrary function normalized such that

$$
\begin{equation*}
1=4 \pi N M_{s}^{3} Q_{s} \int d^{3} \mathbf{v} F_{s}\left(v^{2}\right) \mathbf{v v} \tag{B24}
\end{equation*}
$$

where $N$ is the total number of particle species. Note that the auxiliary functions differ from the one defined by Eq. (B6). The resulting equations for $g_{s}$ and the potentials are

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+L_{s}\right) g_{s}=U_{s}\binom{\phi^{(1)}}{\mathbf{A}^{(1)}}-\left(\frac{\partial}{\partial t}+L_{s}\right) P_{s}\binom{\phi^{(1)}}{\mathbf{A}^{(1)}},  \tag{B25}\\
& \Lambda\binom{\phi^{(1)}}{\mathbf{A}^{(1)}}=\sum_{s} \int d^{3} \boldsymbol{\rho}\left[\begin{array}{c}
Q_{s} \\
\left.-\frac{Q_{s}}{M_{s} c}\left(\rho-\frac{Q_{s}}{c} \mathbf{A}^{(0)}(\mathbf{r})\right)\right] g_{s}(\mathbf{r}, \rho, t),
\end{array},\right. \tag{B26}
\end{align*}
$$

where

$$
\Lambda=\frac{1}{4 \pi}\left[\begin{array}{cc}
-\nabla^{2} & 0  \tag{B27}\\
0 & \nabla^{2}-\frac{1}{c^{2}} \Sigma_{s} \omega_{p s}^{2}(r)
\end{array}\right] .
$$

In Sec. III we asserted that operators $P_{s}$ could be found whose effect on $\Lambda$ would be to subtract an arbitrary constant $\delta$. For this example, subtracting a constant $\delta$ requires

$$
\sum_{s} J_{s}^{\dagger} P_{s}=\delta\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right),
$$

where $J_{s}^{\dagger}$ is defined by Eq. (B18). A set of operators $P_{s}$ that satisfy this equation are given by

$$
P_{s}\binom{\phi^{(1)}}{\mathbf{A}^{(1)}}=4 \pi \delta M_{s}^{3} c^{2} F_{s}\left(v^{2}\right)\left[\frac{1}{3}\left(\frac{v}{c}\right)^{2} \phi^{(1)}-\left(\frac{\mathbf{V}}{c}\right) \cdot \mathbf{A}^{(1)}\right]
$$

(B28)
where $F_{s}$ is an arbitrary function normalized according to Eq. (B24).

## 3. Vlasov-fluid model

The Vlasov-fluid model is a low-frequency model for an ion-electron plasma in which the ions are treated as collisionless and the electrons are treated as a massless, pressureless fluid. ${ }^{3}$ The equations for the model are

$$
\begin{align*}
& \mathbf{E}+\frac{1}{c} \mathbf{u}_{e} \times \mathbf{B}=0,  \tag{B29}\\
& \nabla \times \mathbf{E}=-\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t},  \tag{B30}\\
& \frac{\partial f}{\partial t}+\mathbf{v} \cdot \nabla_{\mathbf{r}} f+\frac{Q}{M}\left(\mathbf{E}+\frac{1}{c} \mathbf{v} \times \mathbf{B}\right) \cdot \boldsymbol{\nabla}_{\mathbf{v}} f=0,  \tag{B31}\\
& (\nabla \times \mathbf{B}) \times \mathbf{B}=4 \pi Q \int d^{3} \mathbf{v}\left(\mathbf{E}+\frac{1}{c} \mathbf{v} \times \mathbf{B}\right) f, \tag{B32}
\end{align*}
$$

where $u_{e}$ is the electron fluid velocity, $f(r, v, t)$ is the ion distribution function in position-velocity space, $Q$ and $M$ are the ion charge and mass, $\mathbf{E}=-\boldsymbol{\nabla} \phi$
$-(1 / c) \partial \mathbf{A} / \partial t$, and $B=\nabla \times A$. We assume an equilibrium in which the ion distribution function is a function only
of the particle energy $\epsilon$,

$$
\begin{align*}
& f(\mathbf{r}, \mathbf{v})=f^{(0)}(\epsilon) \\
& \epsilon=\frac{1}{2} M v^{2}+Q \phi^{(0)}(\mathbf{r}) \tag{B33}
\end{align*}
$$

Then the linearized equations for the Vlasov-fluid model can be reduced to

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L\right) f^{(1)}=-Q f^{(0) \prime}(\epsilon) \mathbf{v} \cdot \mathbf{E}^{(1)} \tag{B34}
\end{equation*}
$$

and
$\frac{1}{4 \pi}\left[\left(\nabla \times \mathbf{B}^{(0)}\right) \times \mathbf{B}^{(1)}+\left(\nabla \times \mathbf{B}^{(1)}\right) \times \mathbf{B}^{(0)}\right]-Q n^{(0)} \mathbf{E}^{(1)}$

$$
=Q \int d^{3} \mathbf{v}\left(\mathbf{E}^{(0)}+\frac{1}{c} \mathbf{v} \times \mathbf{B}^{(0)}\right) f^{(1)}
$$

$$
\begin{equation*}
=J^{\dagger} f^{(1)} \tag{B35}
\end{equation*}
$$

where

$$
\begin{align*}
& L(\mathbf{r}, \mathbf{v})=\mathbf{v} \cdot \boldsymbol{\nabla}_{\mathbf{r}}+\frac{Q}{M}\left(\mathbf{E}^{(0)}+\frac{1}{c} \mathbf{v} \times \mathbf{B}^{(0)}\right) \cdot \boldsymbol{\nabla}_{\mathbf{v}},  \tag{B36}\\
& n^{(0)}(\mathbf{r})=\int d^{3} \mathbf{v} f^{(0)}(\epsilon),
\end{align*}
$$

and

$$
f^{(0) \prime}(\epsilon)=\frac{d f^{(0)}}{d \epsilon}
$$

We now choose a gauge defined by

$$
\begin{equation*}
\mathbf{B}^{(0)} \cdot \mathbf{A}^{(1)}=0 \tag{B37}
\end{equation*}
$$

(This gauge restricts the type of perturbation that is allowed, but the restriction is not serious. ${ }^{3}$ ) Equations (B29) and (B37) imply that the perturbation potentials $\phi^{(1)}$ and $\mathbf{A}^{(1)}$, from which $\mathbf{E}^{(1)}$ and $\mathbf{B}^{(1)}$ are derived, can be expressed in terms of a displacement vector $\boldsymbol{\xi}$ by the equations

$$
\mathbf{A}^{(1)}=\boldsymbol{\xi} \times \mathbf{B}^{(0)} \text { and } \phi^{(1)}=\mathbf{E}^{(0)} \cdot \boldsymbol{\xi},
$$

where

$$
\boldsymbol{\xi} \cdot \mathbf{B}^{(0)}=0
$$

We take the array $\phi$ of potential functions to be the vector $\xi$, and consider Eqs. (B34) and (B35) to be simultaneous equations for $f^{(1)}$ and $\boldsymbol{\xi}$ corresponding to Eqs. (II.1) and (II. 2). The left-hand side of Eq. (B35) is a linear operator acting on $\boldsymbol{\xi}$ which involves $\partial / \partial t$.

In order to transform the linearized equations to the form that has been used ${ }^{4}$ for studying certain screwpinch equilibria, we introduce an auxiliary function $g$ by

$$
\begin{equation*}
f^{(1)}=g-\left(M \mathbf{v} \cdot \frac{\partial \boldsymbol{\xi}}{\partial t}-Q \phi^{(1)}\right) f^{(0) \prime}(\epsilon) \tag{B38}
\end{equation*}
$$

The equations for $g$ and $\boldsymbol{\xi}$ are

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+L\right) g=M f^{(0)}(\epsilon) \mathbf{v} \cdot\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \nabla\right) \frac{\partial \xi}{\partial t} \tag{B39}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{F}(\boldsymbol{\xi})=Q \int d^{3} \mathbf{v}\left(\mathbf{E}^{(0)}+\frac{1}{c} \mathbf{v} \times \mathbf{B}^{(0)}\right) g \tag{B40}
\end{equation*}
$$

where

$$
\begin{aligned}
F(\xi) \equiv & (1 / 4 \pi)\left[\left(\nabla \times \mathbf{B}^{(0)}\right) \times \mathbf{B}^{(1)}+\left(\nabla \times \mathbf{B}^{(1)}\right) \times \mathbf{B}^{(0)}\right] \\
& +\nabla\left[\xi \cdot \nabla p^{(0)}\right]
\end{aligned}
$$

and

$$
p^{(0)}(\mathbf{r})=\frac{1}{3} \int d^{3} \mathbf{v} M v^{2} f^{(0)}(\epsilon) .
$$

The relation

$$
Q n^{(0)} E^{(0)}=\nabla p^{(0)}
$$

and the identity

$$
M v v f^{(0) \prime}(\epsilon)=\left(\nabla_{\mathbf{v}} f^{(0)}\right) \mathbf{v}=\nabla_{\mathbf{v}}\left(f^{(0)} v\right)-f^{(0)} 1
$$

are useful in deriving Eq. (B40). Notice that the Vlasovfluid model is not completely Hamiltonian; the righthand side of Eq. (B35) cannot be expressed in the form of Eqs. (II. 26) and (II. 27).

As was stated in Sec. III in connection with the invertibility of the field operator $\Lambda$ (which we have denoted by $F$ is this example), it is possible to construct an operator $P$ whose effect on the field operator is to subtract an arbitrary constant $\delta$. This will be true if $P$ satisfies

$$
\begin{aligned}
J^{\top} P & =\delta\left(1-\frac{\mathrm{B}^{(0)}(\mathbf{r}) \mathrm{B}^{(0)}(\mathrm{r})}{E^{(0) 2}(\mathrm{r})}\right) . \\
& =-\delta \frac{1}{B^{(0) 2}(\mathrm{r})}\left[\mathrm{B}^{(0)}(\mathrm{r}) \times 1 \times \mathrm{B}^{(0)}(\mathrm{r})\right] \cdot
\end{aligned}
$$

The right-hand side of this equation is $\delta$ times the projection operator onto the plane perpendicular to $\mathrm{B}^{(0)}(\mathbf{r})$. It is well defined for all values of $\mathbf{r}$ because $\mathrm{B}^{(0)}(\mathbf{r})$ must not vanish anywhere in the Vlasov-fluid model. An operator $P$ which satisfies the above equation is given by
$P \xi(\mathbf{r}, t)=-\delta G\left(v^{2}\right) \frac{1}{\mathrm{~B}^{(0) 2}(\mathbf{r})}\left[\mathrm{B}^{(0)}(\mathbf{r}) \times \mathrm{v}\right] \cdot \xi(\mathbf{r}, t)$,
where $G\left(v^{2}\right)$ is an arbitrary function normalized such that

$$
\begin{equation*}
\mathbf{1}=\frac{Q}{c} \int d^{3} \mathbf{v} G\left(v^{2}\right) \mathbf{v v} \tag{B43}
\end{equation*}
$$

## APPENDIX C: PROOF OF THE ANTI-HERMITICITY OF THE LIOUVILLE OPERATOR

The Liouville operator $L$ is used to calculate the time rate of change of a function of phase-space variables and time due to variation of the phase-space variables according to the particle equations of motion. If we let $G$ be an arbitrary function of phase-space variables and time, and if the phase-space variables change with time according to the equations of motion, then the total time derivative of $G$ is given by

$$
\begin{equation*}
\frac{d G}{d t}=\dot{G}+\angle G=\left(\frac{\partial}{\partial t}+L\right) G, \tag{C1}
\end{equation*}
$$

where $\dot{G} \equiv \partial G / \partial t$.
We consider a region $\Omega$ in ( $r, \rho$ ) space which is transformed into itself under the equations of motion. The region $\Omega$ could be the entire phase space, or any invariant region thereof. An important case occurs when the Hamiltonian is periodic in the phase space. We may then restrict our attention to functions $G(r, \rho)$ which have the same periodicity. We choose one fundamental
period $\Omega$ in the phase space, and we reduce the phase space to a "cylinder" by identifying every other period point by point with the fundamental period. The region $\Omega$ thus defined satisfies the above conditions. We now prove the following theorem:

Theorem. The Liouville operator $L$ is anti-Hermitian in $\Omega$ with respect to any weight function that can be expressed as a function of constants of the particle motion that do not depend explicitly on time.

This theorem is purely a result of the fact that Liouville's theorem applies to the particle motion, as is guaranteed because the motion is Hamiltonian. In order to prove the anti-Hermiticity in $\Omega$, we begin by defining a transformation from variables ( $r^{\prime}, \rho^{\prime}$ ) to variables $(\mathbf{r}, \mathrm{\rho})$ by

$$
\begin{equation*}
\mathbf{r}=\mathbf{R}\left(\mathbf{r}^{\prime}, \rho^{\prime}, t\right), \quad \rho=\mathbf{P}\left(\mathbf{r}^{\prime}, \rho^{\prime}, t\right) \tag{C2}
\end{equation*}
$$

where $\mathbf{R}\left(\mathbf{r}^{\prime}, \rho^{\prime}, t\right)$ is the position vector and $\mathbf{P}\left(\mathrm{r}^{\prime}, \rho^{\prime}, t\right)$ is the canonical momentum vector of a particle at time $t$ whose initial position and canonical momentum vectors are $\mathbf{r}^{\prime}$ and $\rho^{\prime}$, respectively. This transformation exists and possesses an inverse because $R$ and $P$ are the solution of a Hamiltonian system of equations. Another result of the Hamiltonian character, a crucial result, is that the Jacobian of the transformation is unity. Now consider a function $I(t)$ which is the integral over $\Omega$ of a function $G(\mathbf{r}, \rho, t)$,

$$
\begin{equation*}
I(t)=\int_{\Omega} d^{3} \mathbf{r} d^{3} \rho G(\mathbf{r}, \rho, t) \tag{C3}
\end{equation*}
$$

The only further restrictions on $G$ are that this integral exist, and that the gradients of $G$ with respect to $r$ and $\rho$ exist and be integrable. The time derivative of $I(t)$ is

$$
\begin{equation*}
\frac{d I}{d t}=\int_{\Omega} d^{3} \mathbf{r} d^{3} \rho \dot{G}(\mathbf{r}, \rho, t) \tag{C4}
\end{equation*}
$$

However, $d I / d t$ can be expressed differently by changing variables of integration in the definition of $I(t)$ from $(r, \rho)$ to ( $\mathbf{r}^{\prime}, \rho^{\prime}$ ) according to Eq. (C2),

$$
\begin{equation*}
I(t)=\int_{\Omega} d^{3} \mathbf{r}^{\prime} d^{3} \mathbf{\rho}^{\prime} G\left[\mathbf{R}\left(\mathbf{r}^{\prime}, \boldsymbol{\rho}^{\prime}, t\right), \mathbf{P}\left(\mathbf{r}^{\prime}, \boldsymbol{\rho}^{\prime}, t\right), t\right\rceil . \tag{C5}
\end{equation*}
$$

Thus, we can use Eq. (C1) to write $d I / d t$ as

$$
\frac{d I}{d t}=\int_{\Omega} d^{3} \mathbf{r}^{\prime} d^{3} \rho^{\prime} \dot{G}[\mathbf{R}, \mathbf{P}, t]+\int_{\Omega} d^{3} \mathbf{r}^{\prime} d^{3} \rho^{\prime} L[\mathbf{R}, \mathbf{P}] G[\mathbf{R}, \mathbf{P}, t] .
$$

Transforming back to variables ( $\mathrm{r}, \mathrm{\rho}$ ), we then have
$\frac{d I}{d t}=\int_{\Omega} d^{3} \mathrm{r} d^{3} \rho \dot{G}(\mathrm{r}, \rho, t)+\int_{\Omega} d^{3} \mathrm{r} d^{3} \rho L(\mathrm{r}, \rho) G(\mathrm{r}, \rho, t)$.
Comparing Eqs. (C4) and (C6) we find

$$
\begin{equation*}
\int_{\Omega} d^{3} \mathbf{r} d^{3} \rho L(\mathbf{r}, \rho) G(\mathbf{r}, \rho, t)=0 . \tag{C7}
\end{equation*}
$$

We now let the arbitrary function $G(r, \rho, f)$ be given as

$$
G(\mathbf{r}, \rho, t)=w(\mathbf{r}, \rho) f^{*}(\mathbf{r}, \rho, t) g(\mathbf{r}, \rho, t),
$$

where $f$ and $g$ are arbitrary functions and $w(\mathrm{r}, \rho)$ is any real constant of the particle motion that does not depend explicitly on $t$, so that $L(\mathbf{r}, \mathrm{p})_{w}(\mathbf{r}, \rho)=0$. Because $L(\mathbf{r}, \rho)$ is a first-order differential operator we have

$$
\begin{aligned}
L(\mathbf{r}, \rho) G(\mathbf{r}, \rho, t)= & w(\mathbf{r}, \rho)\left[f^{*}(\mathbf{r}, \rho, t) \angle(\mathbf{r}, \rho) g(\mathbf{r}, \rho, t)\right. \\
& \left.+g(\mathbf{r}, \rho, l) \angle(\mathbf{r}, \rho) f^{*}(\mathbf{r}, \rho, t)\right] .
\end{aligned}
$$

Substituting this into Eq. (C7), we finally obtain

$$
\begin{align*}
\int_{\Omega} d^{3} \mathbf{r} & d^{3} \rho w(\mathbf{r}, \rho) f^{*}(\mathbf{r}, \rho, t) L(\mathbf{r}, \rho) g(\mathbf{r}, \rho, t) \\
& =-\int_{\Omega} d^{3} \mathbf{r} d^{3} \rho w(\mathbf{r}, \rho) g(\mathrm{r}, \rho, t) L(\mathrm{r}, \rho) f^{*}(\mathrm{r}, \rho, t) \\
& =-\left[\int_{\Omega} d^{3} \mathbf{r} d^{3} \rho w(\mathrm{r}, \rho) g^{*}(\mathbf{r}, \rho, t) L(\mathbf{r}, \rho) f(\mathbf{r}, \rho, t)\right]^{*} \tag{C8}
\end{align*}
$$

which proves the anti-Hermiticity of $L$.
The above general theorem applies in particular to the equilibrium Liouville operator $L_{s}$ introduced in Sec. II. The operator $L_{s}$ is the same operator whether $G$ is considered to be a function of position, velocity and time or a function of position, canonical momentum and time. The reason is that the equilibrium transformation between position and velocity variables on the one hand, and position and canonical momentum variables on the other hand, does not depend explicitly on time, so that $\partial G / \partial t$ has the same meaning with either set of variables. Expressed in terms of the position and canonical momentum vectors r and $\rho$, the operator $L_{s}$ is
$L_{s}(\mathrm{r}, \rho)=\left[\nabla_{\rho} H_{s}\right] \cdot \nabla_{\mathbf{r}}-\left(\nabla_{\mathbf{r}} H_{s}+\left(\nabla \phi^{(0)}\right) \frac{\partial H_{s}}{\partial \phi}\right) \cdot \nabla_{\rho}$,
where $H_{s}$ is the equilibrium particle Hamiltonian for species $s$ and is considered to be a function of formally independent arguments $\mathbf{r}, \rho$, and $\phi^{(0)}(\mathbf{r})$. The notation is explained in the latter part of Sec. II and in Appendix A. The expression for $L_{s}$ in terms of the position and velocity vectors is given by Eq. (II.5).
$L_{s}$ is usually anti-Hermitian in ( $\mathrm{r}, \mathrm{v}$ ) space as well - but not necessarily. In analogy with Eqs. (C2), we define a transformation from variables ( $\mathbf{r}^{\prime}, \mathbf{v}^{\prime}$ ) to variables ( $\mathbf{r}, \mathbf{v}$ ) by

$$
\begin{equation*}
\mathbf{r}=\mathrm{R}_{s}^{(0)}\left(\mathrm{r}^{\prime}, \mathrm{v}^{\prime}, t\right), \quad \mathrm{v}=\dot{\mathbf{R}}_{s}^{(0)}\left(\mathrm{r}^{\prime}, \mathrm{v}^{\prime}, t\right) \tag{C10}
\end{equation*}
$$

where $R_{s}^{(0)}$ is now considered to be a function of the initial position and velocity vectors and time. Although this transformation exists and possesses an inverse, the Jacobian of the transformation may not be independent of $t$. In order to examine the Jacobian more closely, we represent the transformation as the result of three successive transformations: first a transformation from ( $\mathrm{r}^{\prime}, \mathrm{v}^{\prime}$ ) to ( $\mathbf{r}^{\prime}, \rho^{\prime}$ ), followed by a transformation from ( $\mathbf{r}^{\prime}, \rho^{\prime}$ ) to ( $\mathbf{r}, \rho$ ), followed by a transformation from $(\mathbf{r}, \rho)$ to ( $\mathbf{r}, \mathbf{v})$. The Jacobian of the total transformation is the product of the Jacobians of the three successive transformations. The transformation from ( $\mathrm{r}^{\prime}, \rho^{\prime}$ ) to ( $\mathrm{r}, \mathrm{\rho}$ ) is canonical and its Jacobian is unity. Let $T_{s}(\mathbf{r}, \mathbf{v}, t)$ be the Jacobian of the transformation from $(r, v)$ to ( $r, \rho$ ) at time $t$. Then the Jacobian of the total transformation is

$$
\begin{align*}
\frac{\partial(\mathbf{r}, \mathbf{v})}{\partial\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}\right)} & =\frac{\partial(\mathbf{r}, \mathbf{v})}{\partial(\mathbf{r}, \boldsymbol{\rho})} \frac{\partial(\mathbf{r}, \rho)}{\partial\left(\mathbf{r}^{\prime}, \rho^{\prime}\right)} \frac{\partial\left(\mathbf{r}^{\prime}, \rho^{\prime}\right)}{\partial\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}\right)} \\
& =\frac{\partial(\mathbf{r}, \mathbf{v})}{\partial(\mathbf{r}, \boldsymbol{\rho})} \frac{\partial\left(\mathbf{r}^{\prime}, \rho^{\prime}\right)}{\partial\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}\right)}  \tag{C11}\\
& =\frac{T_{s}\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}, 0\right)}{T_{s}(\mathbf{r}, \mathbf{v}, l)}
\end{align*}
$$

The Jacobian $T_{s}(\mathrm{r}, \mathrm{v}, t)$ is the determinant of the matrix of coefficients of the dyad $\nabla_{\nabla} \rho=\nabla_{\nabla} \nabla_{\nabla} L_{s}$ with respect to the unit vectors of a Cartesian coordinate system, where $L_{s}$ is the particle Lagrangian. This is easy to show. If the Lagrangian has the form

$$
\begin{equation*}
L_{s}=\mathrm{v} \cdot \mathrm{~A} \cdot \mathrm{v}+\mathrm{v} \cdot \mathrm{~B}(\mathrm{r}, t)+C(\mathrm{r}, t) \tag{C12}
\end{equation*}
$$

where $\mathbf{A}$ is a constant dyad, and $\mathrm{B}(\mathrm{r}, t)$ and $C(\mathrm{r}, t)$ are, respectively, arbitrary vector and scalar functions of $\mathbf{r}$ and $t$, then $T_{s}(\mathrm{r}, \mathrm{v}, t)$ will be independent of $\mathrm{r}, \mathrm{v}$ and $t$, and $\partial(\mathbf{r}, \mathbf{v}) / \partial\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}\right)$ will be unity. The Langrangian is of this form if the forces are all electromagnetic. However, with more general velocity-dependent potentials, the Lagrangian may not be of this form, and $\partial(r, v) /$ $\partial\left(\mathbf{r}^{\prime}, \mathrm{v}^{\prime}\right)$ could depend on time.

If the Jacobian $\partial(\mathbf{r}, \mathrm{v}) / \partial\left(\mathbf{r}^{\prime}, \mathbf{v}^{\prime}\right)$ is time-independent, then the proof of anti-Hermiticity of $L_{s}$ in $(\mathbf{r}, \rho)$ space that led to Eq. (C8) can be carried through in a quite analogous way for ( $\mathbf{r}, \mathrm{v}$ ) space. The result is

$$
\begin{align*}
& \int_{\Omega} d^{3} \mathrm{r} d^{3} \mathrm{v} w(\mathrm{r}, \mathrm{v}) f^{*}(\mathrm{r}, \mathrm{v}, t) L_{s}(\mathrm{r}, \mathrm{v}) g(\mathrm{r}, \mathrm{v}, t) \\
& \quad=-\left\lceil\int_{\Omega} d^{3} \mathrm{r} d^{3} \mathrm{v} w(\mathrm{r}, \mathrm{v}) g^{*}(\mathrm{r}, \mathrm{v}, t) L_{s}(\mathrm{r}, \mathrm{v}) f(\mathrm{r}, \mathrm{v}, t)\right\rceil^{*} \tag{C13}
\end{align*}
$$

where $L_{s}(\mathrm{r}, \mathrm{v}) w(\mathrm{r}, \mathrm{v})=0$, and $\Omega$ is the domain of integration in ( $\mathbf{r}, \mathrm{v}$ ) space.

## APPENDIX D: THE EIGENFUNCTIONS OF $L_{s}$

As indicated at the end of Sec. III, it is useful for numerical and analytical purposes to expand functions of the phase-space variables for species $s$ in terms of eigenfunctions of the equilibrium Liouville operator $L_{s}$. In Secs. IV and V, the structure and properties of the dispersion matrix for the case in which there is at most one nonignorable coordinate in the equilibrium are discussed by examining expressions for the matrix elements that are obtained from exact expressions for the eigenfunctions and eigenvalues of $L_{s}$. In this appendix we first demonstrate the existence and completeness of the eigenfunctions of $L_{s}$, and we indicate a possible scheme for approximating them in the general case. Following that we derive expressions for the eigenfunctions and eigenvalues of $L_{s}$ when there is at most one nonignorable coordinate in the equilibrium.

In accordance with Eqs. (IV.5) and (IV.6), we write the eigenvalue equation as

$$
\begin{equation*}
L_{s} u_{s r}=i \mu_{s r}{ }^{2 w_{s r}}, \tag{D1}
\end{equation*}
$$

where $\mu_{s r}$ is real, and we impose the orthonormality condition

$$
\begin{equation*}
\left(u^{\prime} s r, w_{s r^{\prime}}\right)=\delta_{r r^{\prime}} . \tag{D2}
\end{equation*}
$$

The label $r$ on $w_{s r}$ and $\mu_{s r}$ stands for the set of whatever discrete and continuous labels are required for specifying the eigenfunction and eigenvalue; the symbol $\delta_{r r^{\prime}}$ stands for a product of Kronecker deltas and Dirac delta functions- one Kronecker delta for each pair of discrete labels, and one Dirac delta function for each pair of continuous labels.

Elsewhere in this paper, particularly in Sec. II and Appendix A, we have considered the equilibrium particle Hamiltonians to be explicit functions of the equilibrium potentials, and we also have allowed the possibility of additional explicit dependence on the coordinates. This was done to facilitate the discussion of completely Hamiltonian systems. However, in this appendix, the concept of a completely Hamiltonian system is unimportant, and it is more convenient simply to regard the
equilibrium particle Hamiltonian for species $s$ as an explicit function of the particle coordinates $q_{j}$ and their canonical momenta $p_{j}$. In order to avoid confusion, we use the notation $H_{s}(q, p)$ for the Hamiltonian expressed explicitly in terms of the variables $q_{j}$ and $p_{j}$,

$$
\begin{equation*}
H_{s}(q, p) \equiv H_{s}\left[\mathbf{r}, \rho, \phi^{(0)}(\mathbf{r})\right], \tag{D3}
\end{equation*}
$$

where $H_{s}$ is defined by Eq. (II. 16) or (A6). The equilibrium equations of motion are the usual

$$
\begin{equation*}
\dot{q}_{j}=\frac{\partial H_{s}}{\partial p_{j}}, \quad \dot{p}_{j}=-\frac{\partial H_{s}}{\partial q_{j}} \tag{D4}
\end{equation*}
$$

In order to demonstrate the existence and completeness of the eigenfunctions $w_{s r}$, we show how they could be determined in principle from a complete knowledge of the equilibrium particle trajectories. The Liouville operator can be written

$$
\begin{equation*}
L_{s}=\sum_{j}\left(\frac{\partial H_{s}}{\partial p_{j}} \frac{\partial}{\partial q_{j}}-\frac{\partial H_{s}}{\partial q_{j}} \frac{\partial}{\partial p_{j}}\right) . \tag{D5}
\end{equation*}
$$

Define a set of $2 n-1$ independent functions $\eta_{1}(q, p)$ satisfying

$$
\begin{equation*}
L_{s} \eta_{i}(q, p)=0 \tag{D6}
\end{equation*}
$$

where $n$ is the number of coordinates $q_{j}$. The functions $\eta_{i}$ are constants of the particle motion which do not depend explicitly on $t$. An arbitrary function of the set of $2 n-1$ functions is the most general solution of $L_{f}(q, p)=0$. The phase-space trajectories of the equilibrium particle motion are given by the equations

$$
\begin{equation*}
\eta_{i}(q, p)=c_{i} \tag{D7}
\end{equation*}
$$

where the quantities $c_{i}$ are constants. They can be labeled by the values of the $2 n-1$ constants $c_{i}$ along with the values of an integer variable $a$. The integer $a$ is used to distinguish disjoint curves that correspond to identical values of the constants $c_{i}$. For example, with one-dimensional motion, there may be more than one trajectory associated with the same value of the total energy. The location of a point on a trajectory can be specified conveniently by the time, $\tau$, that it would take for an equilibrium particle to move to that point from a reference point on the trajectory. The sign of $\tau$ determines whether the particle would move in a positive or negative sense along the trajectory. The time $\tau$ is related to the arc length, $\sigma$, between a point and the reference point by

$$
\begin{align*}
\left(\frac{d \sigma}{d \tau}\right)^{2} & =\sum_{j}\left(\hat{q}_{j}^{2}+\dot{p}_{j}^{2}\right) \\
& =\sum_{j}\left[\left(\frac{\partial H_{s}}{\partial p_{j}}\right)^{2}+\left(\frac{\partial H_{s}}{\partial q_{j}}\right)^{2}\right] . \tag{D8}
\end{align*}
$$

We now change variables from $(q, p)$ to $\tau$, the integer variable $a$, and $2 n-1$ variables $y_{i}=\eta_{i}(q, p)$. In terms of the new variables, $L_{s}$ is

$$
\begin{equation*}
L_{s}=\frac{\partial}{\partial \tau}, \tag{D9}
\end{equation*}
$$

and its eigenfunctions, the solutions of Eq. (D1), are

$$
\begin{align*}
& w_{s r}\left(a, y_{1}, \ldots, y_{2 n-1}, \tau\right) \\
& \quad=d_{s r} \delta_{a a^{\prime}} \delta\left(y_{1}-c_{1}\right) \cdots \delta\left(y_{2 n-1}-c_{2 n-1}\right) \exp \left(i \mu_{s r} \tau\right), \tag{D10}
\end{align*}
$$

where the label $r$ stands for the set of labels ( $a^{\prime}, c_{1}, \ldots, c_{2 n-1}, \mu^{\prime}$ ), and $d_{s r}$ is a constant chosen to normalize the eigenfunction according to Eq. (D2). The eigenvalue $\mu_{s r}$ is real; its value is determined by the nature of the phase-space trajectory. If the trajectory is closed, then the eigenfunction must be periodic in $\tau$, so that only certain values of $\mu_{s r}$ are allowed. The allowed values may depend on some or all of the constants $a$ and $c_{i}$, and on an integer index $\mu^{\prime}$. If the trajectory is open, then there is no condition on the eigenfunction, and consequently all values of $\mu_{s r}$ are allowed. The label $\mu^{\prime}$ is continuous in this case, and may be taken equal to $\mu_{s r}$ 。

The eigenfunctions of $L_{s}$ defined by Eq. (D10) could be constructed in principle from a complete knowledge of the equilibrium particle trajectories, and they are evidently complete for functions defined in that part of the phase space covered by the equilibrium particle trajectories (in the sense that delta functions can form a complete set).

It should be noted that these eigenfunctions are highly pathological functions of the original variables $q$ and $p$ in the general case. The functions given by Eq. (D10) are acceptable as functions of the variables $y_{i}$ and $\tau$. However, the variables $y_{i}$ are expressed in terms of $q$ and $p$ by the functions $\eta_{i}(q, p)$. There do not in general exist $2 n-1$ proper constants of the motion $\eta_{i}(q, p)$ which are "isolating" in the sense of Wintner. ${ }^{11}$ When the unperturbed orbits are ergodic in some $f$-dimensional region of phase space, then, throughout that region, at least $f$ of the constants $n_{i}(q, p)$ will be discontinuous at every point! Nevertheless, the existence of the "eigenfunctions" (D10) is useful, both for purposes of the general formalism, and as a basis for various approximations. If we expand the perturbation distribution functions in terms of the eigenfunctions (D10), our formulation will correspond to the method of integration over unperturbed orbits. Moreover, the eigenfunctions (D10) may be highly degenerate, since the eigenvalue $\mu_{s r}$ may not depend on all of the constants $a^{\prime}$ and $c_{i}$. We may then construct new eigenfunctions by superposition. It may happen, as in the special case discussed below, that the new eigenfunctions are not so pathological. Their use in the expansion of the distribution functions does not directly correspond to the method of integration over unperturbed orbits. Such functions are often more useful. They may even form the basis for a perturbation calculation of approximate eigenfunctions in the pathological case. Another practical method for approximating a finite subset of the eigenfunctions and eigenvalues may be to convert the eigenvalue equation, Eq. (D1) to a relatively small matrix eigenvalue equation by expanding each of the eigenfunctions in terms of a relatively small set of eigenfunctions of a similar problem for which the eigenfunctions are known.

## 1. Case of at most one nonignorable coordinate

If all of the coordinates are ignorable, then $L_{s}$ is simply

$$
L_{s}=\sum_{k} \frac{\partial H_{s}}{\partial p_{k}} \frac{\partial}{\partial q_{k}}
$$

and, because $\partial H_{s} / \partial p_{k}$ is independent of the coordinates, the eigenfunctions are proportional to

$$
{ }_{k}^{\Pi} \delta\left(p_{k}-p_{k}^{\prime}\right) \exp \left(i \kappa_{k} q_{k}\right),
$$

in which $\kappa_{k}$ is chosen to satisfy any boundary conditions associated with coordinate $q_{k}$. This simple case requires no further comment.

We now consider the case in which there is exactly one nonignorable coordinate. Denote the nonignorable coordinate by $Q$ and its conjugate momentum by $P$; and denote the ignorable coordinates and their constant conjugate momenta by $q_{k}$ and $p_{k}$. The set of coordinates $q_{k}$ will be denoted by $q$ and the set of momenta $p_{k}$ will be denoted by $p$. The Hamiltonian $H_{s}(Q, P, p)$ is a constant of the motion, and the curves in the ( $Q, P$ ) phase plane defined by

$$
\begin{equation*}
H_{s}(Q, P, p)=\epsilon, \tag{D11}
\end{equation*}
$$

where $\epsilon$ is a constant, are the equilibrium particle trajectories in the phase space projected onto the ( $Q, P$ ) plane. They are labeled by $\epsilon$ and $p$ along with the value of an integer variable $a$. The integer $a$ is used to distinguish disjoint curves that correspond to identical values of $\epsilon$ and $p$. We specify the location of a point on a trajectory by the time, $\tau$, that it would take an equilibrium particle to move to that point from a reference point on the trajectory, the sense of the motion being determined by the sign of $\tau$. The Hamiltonian equations for motion along a trajectory are

$$
\begin{equation*}
\frac{d Q}{d \tau}=\left.\frac{\partial \not H_{s}}{\partial P}\right|_{P=P(Q, a, \epsilon, p)} \tag{D12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d P}{d \tau}=-\left.\frac{\partial H_{s}}{\partial Q}\right|_{P=P(Q, a, \epsilon, p)}, \tag{D13}
\end{equation*}
$$

where $P=P(Q, a, \epsilon, p)$ is obtained by solving Eq. (D11) for $P$ as a function of $Q, \epsilon$, and $p$ on the curve specified by $a$. Equation (D12) can be integrated to give $\tau$ as a function of $Q, a, \epsilon$, and $p$,

$$
\begin{equation*}
\tau=\int^{Q} d Q^{\prime} /\left.\frac{\partial H_{s}}{\partial P}\right|_{P=P\left(Q_{v}^{\prime} a, \epsilon, P\right)}, \tag{D14}
\end{equation*}
$$

We now change variables from ( $Q, P, q, p$ ) to
( $\tau, a, \epsilon, q, p$ ). For each value of $a$, the Jacobian of the transformation $(Q, P) \rightarrow(\tau, \epsilon)$ is unity,

$$
\begin{equation*}
\frac{\partial(Q, P)}{\partial(\tau, \epsilon)}=1, \tag{D15}
\end{equation*}
$$

as is easily verified by differentiating Eq. (D11) with respect to $\epsilon$ holding $\tau$ fixed and then using the equations of motion (D12) and (D13). The Liouville operator in terms of the new variables is

$$
\begin{equation*}
L_{s}=\frac{\partial}{\partial \tau}+\sum_{k} \frac{\partial H_{s}}{\partial p_{k}} \frac{\partial}{\partial q_{k}} . \tag{D16}
\end{equation*}
$$

This expression for $L_{s}$ differs from Eq。(D9) because here the derivative with respect to $\tau$ is to be performed holding ( $\epsilon, q, p$ ) fixed, and the coordinates $q_{k}$ are not constants of the motion. In this expression $\partial H_{s} / \partial p_{k}$ is to be calculated considering $H_{s}$ to be an explicit function of $Q, P$, and the momenta $p_{k}$. Then $\partial H_{s} / \partial p_{k}$ is to be expressed as a function of $\tau, a, \epsilon$, and the momenta $p_{k}$.

As noted in Sec. IV, when there are ignorable coordinates, we may take advantage of the fact that $L_{s}$ commutes with $\partial / \partial q_{k}$, as well as with the constants $p_{k}$ and $H_{s}$. We may choose eigenfunctions of $L_{s}$ which are simultaneously eigenfunctions of the operators $\partial / \partial q_{k}$, $p_{k}$, and $H_{s}$. The eigenfunction is then a product of the (acceptably behaved) eigenfunctions of each of these operators times a function of the remaining variables. When there is only one nonignorable coordinate, the latter function is a function of $\tau$ alone,

$$
\begin{align*}
& w_{s r}(\tau, a, \epsilon, q, p) \\
& \quad=\delta_{a a^{\prime}} \delta\left(\epsilon-\epsilon^{\prime}\right) \Pi_{k} \delta\left(p_{k}-p_{k}^{\prime}\right)\left(N_{k}\right)^{-1 / 2} \exp \left(i \kappa_{k} q_{k}\right) u_{s r}(\tau) \tag{D17}
\end{align*}
$$

The quantity $\kappa_{k}$ is chosen to satisfy any boundary condition associated with coordinate $q_{k}$. The label $r$ stands for the set of labels ( $a^{\prime}, \epsilon^{\prime}, p^{\prime}, \kappa, \mu^{\prime}$ ), where $p^{\prime}$ stands for the set of quantities $p_{k}^{\prime}$ and $\kappa$ stands for the set of quantities $\kappa_{k}$. The quantity $\left(N_{k}\right)^{-1 / 2}$ is a normalizing factor for $\exp \left(i \kappa_{k} q_{k}\right)$. The nature of the label $\mu^{\prime}$, discussed below, is determined by whether or not the motion in the ( $Q, P$ ) plane is periodic. By substituting this form for $w_{s r}$ into the eigenvalue equation, Eq. (D1), we obtain the following eigenvalue equation for $u_{s r}(\tau)$ :

$$
\begin{equation*}
\frac{d u_{s r}}{d \tau}+i\left(\sum_{k} \kappa_{k} \frac{\partial H_{s}}{\partial p_{k}}-\mu_{s r}\right) u_{s r}(\tau)=0 . \tag{D18}
\end{equation*}
$$

The solution of the equation is

$$
\begin{equation*}
u_{s r}(\tau)=d_{s r} \exp \left\{i\left[\mu_{s r} \tau-G_{s r}(\tau)\right]\right\} \tag{D19}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{s r}(\tau)=\int_{\tau_{0}}^{\tau} \sum_{k} \kappa_{k} \frac{\partial H_{s}}{\partial p_{k}} d \tau^{\prime}, \tag{D20}
\end{equation*}
$$

$\tau_{0}$ is any convenient lower limit for the integral, and $d_{s r}$ is a constant chosen to normalize $w_{s r}$ according to Eq. (D2).

The eigenvalues $\mu_{s r}$ are determined from the boundary conditions with respect to $\tau$ appropriate to the particular phase-space trajectory. There are two cases, according as the motion in the ( $Q, P$ ) plane is periodic or not.

## 2. Periodic case

The motion in the ( $Q, P$ ) plane is periodic if the trajectory in the ( $Q, P$ ) plane is closed (trapped particles). The motion will also be periodic if the trajectory is open and if, in addition, the ( $Q, P$ ) phase plane itself is periodic in $Q$ (untrapped particles with a periodic boundary condition with respect to $Q$ ). Denote the period of the motion in the ( $Q, P$ ) plane by $T_{s r}$. Because both $Q$ and $P$ are periodic functions of $\tau$ for fixed $\epsilon$, the eigenfunction $u_{s r}$ must also be a periodic function of $\tau$ in order that it can be expressed as a single-valued function of $Q$ and $P$. Let us denote the mean value of the integrand in Eq。 (D20) by

$$
\begin{equation*}
\beta_{s r}=\frac{1}{T_{s r}} \int_{0}^{T_{s r}} \sum_{{ }_{k} K_{k}} \frac{\partial H_{s}}{\partial p_{k}} d \tau . \tag{D21}
\end{equation*}
$$

The function $G_{s r}(\tau)$ may be separated into a periodic part and a part linear in $\tau$,

$$
\begin{equation*}
G_{s r}(\tau)=\tilde{G}_{s r}(\tau)+\beta_{s r} \tau \tag{D22}
\end{equation*}
$$

where the periodic part is given by

$$
\begin{equation*}
\tilde{G}_{s r}(\tau)=\int_{\tau_{0}}^{\tau}\left(\sum_{k} \kappa_{k} \frac{\partial H_{s}}{\partial p_{k}}-\beta_{s r}\right) d \tau^{\prime} \tag{D23}
\end{equation*}
$$

The condition that $u_{s r}(\tau)$ be periodic then requires that $\mu_{s r}$ have one of the values

$$
\begin{equation*}
\mu_{s r}=\beta_{s r}+\frac{2 \pi \mu^{\prime}}{T_{s r}}, \quad \mu^{\prime}=0, \pm 1, \pm 2, \cdots \tag{D24}
\end{equation*}
$$

Note that, if $\beta_{s r}=0, \mu_{s r}$ does not depend on the quantities $\kappa_{k}$.

## 3. Aperiodic case

If the trajectory in the $(Q, P)$ plane is open and extends to infinite values of $Q$, without any periodic boundary conditions with respect to $Q$, then there is no additional condition which must be satisfied by $u_{s r}$, and hence no restriction on the values of $\mu_{s r^{\circ}}$ All real values of $\mu_{s r}=\mu^{\prime}$ are permitted.

## APPENDIX E: PROPERTIES OF ANALYTIC MATRIX FUNCTIONS

We wish to study some of the properties of an analytic matrix function $A(\omega)$-that is, a matrix whose elements are analytic functions of a variable $\omega$ in some region (or regions) of the complex $\omega$ plane. We begin with some definitions.

Given an analytic function $f(\omega)$, we define the conjugate function $f^{*}(\omega)$ as follows,

$$
\begin{equation*}
f^{*}(\omega)=\left[f\left(\omega^{*}\right)\right]^{*} \tag{E1}
\end{equation*}
$$

The conjugate function $f^{*}(\omega)$ is an analytic function of $\omega$; it may be obtained by analytically continuing $[f(\omega)]^{*}$ off the real axis if $f(\omega)$ is analytic on the real axis. Loosely speaking, $f *(\omega)$ is obtained by conjugating $f(\omega)$, treating $\omega$ as a real variable. We define a real function $f(\omega)$ as a function with the property

$$
\begin{equation*}
f(\omega)=f^{*}(\omega) \tag{E2}
\end{equation*}
$$

A real function takes on conjugate values at conjugate points $\omega$ and $\omega^{*}$ 。It is the analytic continuation of a function which is real for real $\omega$, if the function is analytic on the real axis.

Given an analytic matrix function $A(\omega)$, we define the adjoint matrix function as the matrix

$$
\begin{equation*}
A^{\dagger}(\omega)=\left[A\left(\omega^{*}\right)\right]^{\dagger} \text { 。 } \tag{E3}
\end{equation*}
$$

If $A(\omega)$ is analytic on the real axis, then $A^{\dagger}(\omega)$ is the adjoint matrix to $A(\omega)$ on the real axis. In that case, it is obtained off the real axis by analytic continuation. Note that this is the only way to define an adjoint matrix which is an analytic function of $\omega ;[A(\omega)]^{\dagger}$ is not an analytic function of $\omega$. The matrix elements $A_{i j}^{\dagger}(\omega)$ of the adjoint matrix are

$$
\begin{equation*}
A_{i j}^{\dagger}(\omega)=A_{7 i}^{*}(\omega) . \tag{E4}
\end{equation*}
$$

We can now define a Hermitian matrix function as a matrix $D(\omega)$ with the property

$$
\begin{equation*}
D^{\dagger}(\omega)=D(\omega) . \tag{E5}
\end{equation*}
$$

Note that the dispersion matrix $D(\omega)$ defined by
Eq. (IV.24) is not generally analytic on the real axis, but has a cut there if the sum over $r$ includes an integral over a continuous variable (for example, E), and if $\mu_{s r}$ is a function of that variable. The cut extends over the region of the real axis covered by values of $\mu_{s r}$. In any event, the definitions (E3) and (E5) still apply. [If we analytically continue $D(\omega)$ across the real axis from above according to Landau's prescription, as discussed in Sec. V, then of course $D(\omega)$ is analytic on the real axis, but the definition (IV.24) is effectively altered by deforming the path of integration, and $D(\omega)$ is no longer Hermitian. ] We define a unitary matrix function as a matrix $U(\omega)$ with the property

$$
\begin{equation*}
U^{-1}(\omega)=U^{\dagger}(\omega) \tag{E6}
\end{equation*}
$$

where $U^{-1}(\omega)$ is the inverse matrix.
The following theorems can now easily be proved:
Theorem 1: The eigenvalues of a Hermitian matrix function are real functions.

Theorem 2: A Hermitian matrix function can be diagonalized by a unitary matrix function, except possibly at certain values of the variable $\omega$ where two or more eigenvalues become degenerate.

Theorem 3: If a Hermitian matrix function $D(\omega)$ is analytic on the real axis, then on the real axis it is a Hermitian matrix in the usual sense; its eigenvectors form a complete orthonormal set. If $D(\omega)$ is any Hermitian matrix function, then, for complex $\omega$, the eigenvectors of $D\left(\omega^{*}\right)$ form a dual set to those of $D(\omega)$.

The proofs are straightforward. For example, to prove Theorem 2, we note that the matrix $D(\omega)$ can certainly be diagonalized by a similarity transformation, except possibly at certain values of $\omega$ where two or more eigenvalues become degenerate. [When $\omega$ is not real, $D(\omega)$ is not a Hermitian matrix, and therefore at a point $\omega$ where $D(\omega)$ has a degenerate eigenvalue, $D(\omega)$ may not be diagonalizable, though it will have a Jordan normal form. ] We may therefore write, for almost all values of $\omega$,

$$
\begin{equation*}
U^{-1}(\omega) D(\omega) U(\omega)=d(\omega) \tag{E7}
\end{equation*}
$$

for some matrix $U(\omega)$, where $d(\omega)$ is a diagonal matrix. If $D(\omega)$ is a Hermitian matrix function, then using the above definitions and Theorem 1, we may write the adjoint of Eq. (E7) in the form

$$
\begin{equation*}
U^{\dagger}(\omega) D(\omega) U^{-1 \dagger}(\omega)=d(\omega) \tag{E8}
\end{equation*}
$$

Comparing Eqs. (E7) and (E8), if none of the eigenvalues are degenerate, we see that $U(\omega)$ satisfies Eq. (E6).

Let the matrix $D(\omega)$ be of dimensions $N \times N$. Then the matrix $D(\omega)$ has $N$ eigenvalues $d_{j}(\omega)$. When there is a double degeneracy, the condition

$$
d_{i}(\omega)=d_{j}(\omega)
$$

for two particular values $i$ and $j$, represents two conditions on $\omega$ [real and imaginary parts of $d_{i}(\omega)$ and $d_{j}(\omega)$ must coincide], and there will be in general only certain discrete values of $\omega$ at which the two eigenvalues $d_{i}(\omega)$ and $d_{j}(\omega)$ coincide. Only in exceptional cases will three
or more eigenvalues coincide at a single value of $\omega$. Hence, typically the eigenvalues $d_{j}(\omega)$ will form an $N$-valued function $d(\omega)$ on a Riemann surface whose $N$ sheets are stitched together in pairs at discrete branch points. We shall see below that the unitary matrix function $U(\omega)$ which diagonalizes $D(\omega)$ is quadruple-valued at such a branch point; that is, $\omega$ must circle the branch point four times before each element of $U(\omega)$ returns to its original value. At a complex value of $\omega$ where two or more eigenvalues become degenerate, the corresponding eigenvectors in general also become degenerate (i.e., linearly dependent), and the matrix $U(\omega)$ becomes singular.

We now investigate the behavior of the eigenvalues and eigenvectors in the neighborhood of a double branch point $\omega_{0}$ of $d(\omega)$. In a region of the $\omega$ plane around $\omega_{0}$ which excludes any other branch points, we can find a unitary matrix function $U(\omega)$ which diagonalizes $D(\omega)$ except for the two rows and columns associated with the degenerate eigenvalue $d\left(\omega_{0}\right)$. Let $D(\omega)$ be thus partially diagonalized, and consider for the remainder of the present discussion only the $2 \times 2$ matrix

$$
D(\omega)=\left(\begin{array}{cc}
2 a & g+i h  \tag{E9}\\
g-i h & 2 b
\end{array}\right),
$$

where $a, b, g$, and $h$ are real functions of $\omega$ in the sense of definition (E2). The eigenvalues of this matrix are

$$
\begin{equation*}
d(\omega)=a+b \pm Q^{1 / 2} \tag{E10}
\end{equation*}
$$

where $Q(\omega)$ is the function

$$
\begin{equation*}
Q=(a-b)^{2}+g^{2}+h^{2} \tag{E11}
\end{equation*}
$$

Note that $Q(\omega)$ is a real function and is real and nonnegative at any point $\omega$ where $a, b, g$, and $h$ are real (for example, on the real axis). Hence $d(\omega)$ as given by Eq. (E10) is a real function. At the branch point, $Q\left(\omega_{0}\right)=0$. Evidently $\omega_{0}$ cannot be real unless $a=b$ and $g=h=0$. If $\omega$ is made to circle the branch point $\omega_{0}$, the two values (E10) of $d(\omega)$ are interchanged. Suitably normalized eigenvectors are readily found. They are the columns of the matrix
$U(\omega)=2^{-1 / 2} Q^{-1 / 4}\left[\begin{array}{ll}{\left[Q^{1 / 2}+b-a\right]^{1 / 2}} & \frac{g+i h}{\left[Q^{1 / 2}-b+a\right]^{1 / 2}} \\ {\left[Q^{1 / 2}+b-a\right]^{1 / 2}} & -\left[Q^{1 / 2}-b+a\right]^{1 / 2}\end{array}\right]$.

The terms in Eq. (E12) are written so that all expressions are real functions except for the factors $i$ written explicitly. (Note that $Q^{1 / 2}|b-a|$ if $a, b, g$, and $h$ are real.) The reciprocal matrix $U^{\dagger}(\omega)$ is obtained by interchanging rows and columns in Eq. (E12), and replacing the explicit factors $i$ with $-i$. It can be readily verified that

$$
U^{\dagger} D U=\left(\begin{array}{cc}
d_{*} & 0  \tag{E13}\\
0 & d_{-}
\end{array}\right) .
$$

A careful examination of the behavior of the terms in Eq. (E12), on the four-sheeted Riemann surface associated with the functions $Q^{1 / 2}, Q^{1 / 4}$, and $\left[Q^{1 / 2} \pm(b-a)\right]^{1 / 2}$, in the neighborhood of the branch point $\omega_{0}$ where $Q\left(\omega_{0}\right)$ $=0$, will show that each circling of the branch point interchanges the two eigenvectors and reverses the sign
of one of them. Consequently the unitary matrix function $U(\omega)$ is quadruple-valued around the branch point, as noted in the preceding paragraph. We note also that the eigenvectors become degenerate and the elements of $U(\omega)$ become infinite as $\omega \rightarrow \omega_{0}$ and $Q \rightarrow 0$, except for $\omega_{0}$ on the real axis, in which case $a\left(\omega_{0}\right)=b\left(\omega_{0}\right)$.

We will not in this paper analyze the behavior of the eigenvalues and eigenvectors of $D(\omega)$ in the exceptional cases when more than two eigenvalues become degenerate, or when a degeneracy occurs at a root of the dispersion relation (IV. 28).
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# Invariants in enveloping algebras under the action of Lie algebras of derivations 
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An upper bound on the number of algebraically independent invariants in an enveloping algebra $\mathbf{U}$ under the action of a Lie algebra $G_{0}$ of derivations is obtained. We are able to determine the exact number of invariants for the case [ $\left.G_{0}, G_{0}\right]=G_{0}$. This generalizes previous results about Casimir invariants.

## 1. INTRODUCTION

In a previous paper ${ }^{1}$ we investigated the Casimir invariants of any finite-dimensional complex Lie algebra $G$. This work gives an upper bound to the maximal number of algebraically independent Casimir invariants. In particular for the case $[G, G]=G$ the bound became a strict equality. Besides for their intrinsic mathematical content, results of this kind play, as well known, a crucial role in the applications of Lie group theory in physics. ${ }^{2}$

Sometimes, one has to deal with Lie group action over noncommutative algebras which are not covered by the above scheme. Such is the case whenever symmetry breaking appears. For instance under the presence of interaction the symmetry group $G$ of a free Hamiltonian $H_{0}$ reduces to some subgroup $G_{0}$ of $G_{0}$ Hence the final Hamiltonian $H$ must be invariant only under the action of $G_{0}$.

Situations like the one mentioned above naturally lead to the analysis of the invariants in the enveloping algebra $U$ of a Lie algebra $G$, with respect to a family of derivations. In this paper we generalize the results of Ref. 1. The tools involved in the present analysis are the elementary aspects of the theory of enveloping algebras. ${ }^{3}$ Section 2 is devoted to state some preliminary facts concerning the notion of algebraic independence in enveloping algebras. In Sec. 3 we find an explicit upper bound of the maximal number of algebraically independent invariants in an enveloping algebra, under the action of a Lie algebra $G_{0}$ of derivations. In the case $\left[G_{0}, G_{0}\right]=G_{0}$ the bound becomes an strict equality. These results are applied to the adjoint action. As an illustrative example, we compute the admissible interaction terms for a Hamiltonian in nonrelativistic quantum mechanics. Finally we show that the general bound derived in this paper is better than another one which is implicit in the work of Joseph. ${ }^{4}$

## 2. ALGEBRAIC INDEPENDENCE IN $U$

Let $G$ denote any complex Lie algebra of dimension $|G|=n$, with basis $\left\{A_{\alpha}\right\}_{1}^{n}$. Let $U$ be the universal enveloping algebra of $G$, consisting of all (noncommutative, in general) polynomials in $A_{1}, \ldots, A_{n}$. The linear subspace of $U$ generated by the monomials $A_{1}^{\alpha_{1}} A_{2}^{\alpha_{2}} \ldots A_{n}^{\alpha_{n}}$ of degree $\alpha_{1}+\alpha_{2}+\cdots+\alpha_{n} \leqslant m$ will be denoted by $U_{m}$. Given $u \in U$, we will refer to the integer $d(u)$ $\equiv \inf \left\{m: u \in U_{m}\right\}$ as the degree of $u$.

On the other hand, we will have to consider the symmetric algebra $S$ of $G$, which is isomorphic to the polynomial algebra $\mathbb{C}\left[a_{1}, \ldots, a_{n}\right]$ in $n$ commutative variables over the complex field $\mathbb{C}$. More precisely, if we take $S^{m} \equiv U_{m} / U_{m-1}$ for $m \geqslant 1$ (by definition $S^{n} \equiv \mathbb{C}$ ), the symmetric algebra is nothing but $S=\oplus_{0}^{\infty} S^{m}$. The canonical projection $j_{m}: u \in U_{m} \rightarrow j_{m}(u) \equiv u+U_{m-1} \in S^{m}$ allows us to define the so-called principal part of $u \in U$ as $[u]$ $\equiv j_{d(u)}(u)$. In this context, the isomorphism mentioned above between $S$ and $\mathbb{C}\left[a_{1}, \ldots, a_{n}\right]$ can be realized by the identification $a_{\alpha} \equiv\left[A_{\alpha}\right]$.

There is an interesting mapping which links $S$ and $U$, namely the canonical isomorphism defined as the unique linear isomorphism $\phi: S \rightarrow U$ verifying

$$
\begin{equation*}
\phi\left(\alpha_{\alpha_{1}} \cdots a_{\alpha_{r}}\right)=\frac{1}{r!} \sum_{\sigma \in \mathrm{n}_{r}} A_{\alpha_{\sigma}(1)} \cdots A_{\alpha_{\sigma}(r)}, \tag{1}
\end{equation*}
$$

where $\Pi_{r}$ stands for the permutation group of $r$ objects. Given any integer $m \geqslant 0$, we will denote it as $U^{m} \equiv \phi\left(S^{m}\right)$.

In order to study invariants we need to define some notion of algebraic independence in $S$ and $U$. In $S$ it is an easy task, because we have at hand the usual notion of algebraically independent sets in commutative algebras, which will be referred to here as $S$ independence.

It seems natural to translate this notion to $U$ in such a way that it turns out to be compatible with $\phi$, in some sense.

Definition: $\left\{u_{j}\right\}_{1}^{r} \subset U$ is said to be $U$ independent if for all nonzero ordered polynomials $P\left(x_{1}, \ldots, x_{r}\right)$ $=\sum_{I} \lambda_{\alpha, \ldots, \alpha r} x_{1}^{\alpha} 1 \cdots x_{r}^{\alpha r}$ we have that $P\left(u_{\sigma(1)}, \ldots, u_{\sigma(r)}\right) \neq 0$ in $U$, for all $\sigma \in \Pi_{r}$. Sometimes, we will refer to the elements $u_{1}, \ldots, u_{r}$ as $U$ independent.

Lemma 1: Let $\left\{u_{j}\right\}_{1} \subset U$. Then
$\left\{\left[u_{j}\right]_{1}^{r} S\right.$ independent $\Longrightarrow\left\{u_{j}\right\}_{1} U$ independent.
Proof: Suppose that $\left\{u_{j}\right\}_{1}$ is not $U$ independent, so that (by previous reordering of the $u_{j}$ if necessary) we can find $P$ such that $P\left(u_{1}, \ldots, u_{r}\right)=\sum_{f} \lambda_{\alpha_{1}} \ldots, \alpha_{r} u_{1}^{\alpha_{1}} \cdots u_{r}^{\alpha_{r}}=0$ with $\lambda_{\alpha_{1}}, \ldots, \alpha_{r} \neq 0$ for all $\left(\alpha_{1}, \ldots, \alpha_{r}\right) \in l$. By applying $\phi$ we get,

$$
\phi\left\{\sum_{I_{\max }} \lambda_{\alpha_{1}, \ldots, \alpha_{r}}\left[u_{1}\right]^{\alpha_{1}} \ldots\left[\left.u_{r}\right|^{\alpha_{r}}\right\} \in U_{\Delta\left(I_{\max }\right)-1}\right.
$$

where $I_{\text {max }} \equiv\left\{\left(\alpha_{1}, \ldots, \alpha_{r}\right) \in I: \sum_{1}^{r} \alpha_{j} d\left(u_{j}\right)=\right.$ maximum $\}$ and $d\left(I_{\max }\right) \equiv \sum_{I_{\max }} \alpha_{i} d\left(u_{i}\right)$.

However, we know $\phi\left\{\sum_{I_{\max }} \lambda_{\alpha_{1}}, \ldots, \alpha_{r}\left[u_{1}\right]^{\alpha_{1}} \ldots\left[u_{r}\right]^{\alpha_{r}}\right\}$ $\in U^{d\left(I_{\max }\right)}$.

Since $U^{m} \cap \lambda_{m-1}=\{0\}$ ，we conclude that this element is zero．But $\phi$ being a linear bijection，this would mean that $\left\{\left[u_{j}\right\}\right\}_{1}^{r}$ is not $S$ independent．
（Q．E．D．）
The next corollary checks the required compatibility．
Corollary 1：Let $p_{1}, \ldots, p_{r}$ be homogeneous elements of $S$ ．Then

$$
\left\{p_{j}\right\}_{1}^{r} S \text { independent } \Longrightarrow\left\{\phi\left(p_{j}\right)\right\}_{1}^{r} U \text { independent } .
$$

Proof：It follows from the fact that $[\phi(p)]=p$ ，for any homogeneous $p \in S$ ．
（Q．E．D．$)$
At this point，we want to relate our definition to the explicit notion of dimension proposed by Gel＇fand and Kirillov．${ }^{5}$ Given a subalgebra $V$ of $U$ and a finite set $\bar{v}=\left\{v_{j}\right\}_{1}^{N} \subset V$ ，let us denote by $d(\bar{v}, N)$ the linear dimen－ sion of the linear subspace of $V$ generated by the monomials of degree less than or equal to $N$ over the variables $\left\{v_{j}\right\}_{1}^{N}$ taken in any order．Gel＇fand and Kirillov define

$$
\operatorname{Dim} V \equiv \sup _{\bar{v}} \operatorname{inm}_{N \rightarrow \infty} \frac{\log d(\bar{y}, N)}{\log N} .
$$

（In what follows the symbol dim will denote linear dimensions．）In spite of the apparent complexity of this definition it turns out that if $V$ is commutative，Dim $V$ coincides with the transcedence degree of $V$ over the field $\mathbb{C}$ ．

In the general case of a subalgebra $V \subset U$ ，let $\mathrm{gr} V$ denote the graded algebra of $V$ ．This algebra is defined to be the（commutative）polynomial subalgebra of $S$ generated by the set $\{[u]: u \in V\}$ ．Also，let Dim gr $V$ be the maximal number of $S$－independent elements of $g r V$ 。 Joseph ${ }^{4}$ has proved the following result．

Theorem 1： $\operatorname{Dim} V=\operatorname{Dim}$ gr $V$ 。
The compatibility of our Definition 1 with the Gel＇fand－Kirillov dimension derives from the following Proposition．

Proposition 1：Dim $V$ equals the maximal number of $U$－independent elements of $V$ ．

Proof：Let us take a maximal S－independent set $\left\{p_{j}\right\}_{1}$ of homogeneous elements in gr $V$ ．We can choose $\left\{u_{j}\right\}_{1} \subset V$ such that $p_{j}=\left[u_{j}\right]$ ．From Lemma 1 it follows that $\left\{u_{j}\right\}_{1}$ is $U$ independent in $V$ ．Since Theorem 1 tells us that $\operatorname{Dim} V=r$ ，we conclude that $\operatorname{Dim} V$ is less than or equal to the maximal number of $U$－independent ele－ ments of $V_{0}$ ．It remains to prove that strict inequality yields a contraction．

In fact，let us suppose the existence of a $U$－indepen－ dent set $\bar{v}=\left\{v v_{j}^{R} \subset V\right.$ with $R>\operatorname{Dim} V$ ．In that case the ordered monomials $V_{1}^{\alpha_{1}} V_{2}^{\alpha_{2}} \ldots V_{R}^{\alpha_{R}}$ would be linearly independent．Therefore，

$$
\overline{i m}_{N \rightarrow \infty} \frac{\log d(\sqrt{v}, N)}{\log N} \geqslant \lim _{N \rightarrow \infty} \frac{\log \left(\begin{array}{c}
N_{R}+R
\end{array}\right)}{\log N}=R .
$$

This would imply Dim $V \geqslant R$ which is absurd．（ $\mathrm{Q}_{\mathrm{o}} \mathrm{E}_{\mathrm{o}} \mathrm{D}_{\mathrm{o}}$ ）

## 3．INVARIANTS UNDER THE ACTION OF DERIVATIONS

## A．Derivations on enveloping algebras

Definition 2：By a derivation on $G$ we shall mean a linear map $\lambda: G \rightarrow G$ verifying the property

$$
\begin{equation*}
\partial\left(\left[A, A^{\prime}\right]\right)=\left[\partial(A), A^{\prime}\right]+\left[A, \partial\left(A^{\prime}\right)\right], \quad A, A^{\prime} \in G \tag{3}
\end{equation*}
$$

We may extend the derivation $\partial$ to a linear map on the enveloping algebra $U$ of $G$ in such a way that it verifies

$$
\begin{equation*}
\partial\left(u_{1} u_{2}\right)=\partial\left(u_{1}\right) u_{2}+u_{1} \partial\left(u_{2}\right), \quad u_{1}, u_{2} \in U . \tag{4}
\end{equation*}
$$

One easily finds that $\partial\left(U^{m}\right) \subset U^{m}$ for all integers $m \geqslant 0$ 。 ［By definition we take $\partial(1)=0$ ］．We associate with the map $a: U \rightarrow U$ another linear map

$$
\begin{equation*}
\hat{\partial}: S \rightarrow S, \quad \hat{\partial}(p) \equiv \phi^{-1}[\partial(\phi(p))] . \tag{5}
\end{equation*}
$$

It follows at once that $\hat{\hat{o}}\left(S^{m}\right) \subset S^{m}$ for all integers $m \geqslant 0$ and we have

$$
\begin{equation*}
\hat{\partial}(p)=[\partial(\phi(p))], \quad \approx p \in S^{m} . \tag{6}
\end{equation*}
$$

Moreover we obtain

$$
\begin{equation*}
\hat{\partial}\left(p_{1} p_{2}\right)=\hat{\partial}\left(p_{1}\right) p_{2}+p_{1} \hat{\partial}\left(p_{2}\right), \quad p_{1}, p_{2} \in S \tag{7}
\end{equation*}
$$

Definition 3：The elements of the sets

$$
\begin{align*}
& U^{I(\partial)} \equiv\{u \in U: \partial(u)=0\}  \tag{8}\\
& S^{I(\hat{\partial})} \equiv\{p \in S: \hat{\partial}(p)=0\} \tag{9}
\end{align*}
$$

will be called the invariants in $U$ and $S$ ，respectively under the derivation $\partial$ ．From（4）and（7），we see that $U^{r(\partial)}$ and $S^{r(\hat{\alpha})}$ are subalgebras of $U$ and $S$ ，respectively． On the other hand，（5）implies

$$
\begin{equation*}
\phi\left(S^{I(\delta)}\right)=U^{I(\partial)} . \tag{10}
\end{equation*}
$$

Lemma 2：$S^{I(\hat{\jmath})}=\operatorname{gr} U^{I(\partial)}$ ．
Proof：Since $\hat{\partial}\left(S^{m}\right) \subset S^{m}$ ，each element $p \in S^{(\hat{\partial})}$ may be written as a sum $p=\sum_{0}^{N} p_{m}$ ，where $p_{m} \in S^{I(\hat{a})} \cap S^{m}$ ．On the other hand one obtains from（10）that $u_{m} \equiv \phi\left(D_{m}\right) \in U^{I(\partial)}$ $\cap U^{m}$ and therefore $p_{m}=\left[u_{m}\right]$ ．Then we deduce $S^{I(\hat{a})} C \operatorname{gr} U^{I(\partial)}$ ．

Since $\partial\left(U^{m}\right) \subset L^{m}$ ，each element $u \in U^{p(a)}$ is of the form $u=\sum_{0}^{N} u_{m}$ ，where $u_{m} \in \mathcal{L}^{I(\partial)} \cap U^{\prime m}$ ．If we suppose $u_{N} \neq 0$ ，we have $[u]=\left[u_{N}\right]$ ，then（6）implies

$$
\hat{\partial}([u])=\hat{c}\left(\left[u_{N}\right]\right)=\left[\partial\left(u_{N}\right)\right]=0,
$$

that is，$\left[\| \mid \in S^{I(\hat{\partial})}\right.$ ．Therefore， $\operatorname{gr} U^{I(\partial)}-S^{I(\hat{\partial})}$ 。（Q．E．D．）
Corollary 2： $\operatorname{Dim} U^{I(\partial)}=\operatorname{Dim} S^{I(\hat{a})}$ ．
Proof：It follows at once from Theorem 1 and

## Lemma 2.

## B．Invariants under the action of Lie algebras of derivations

Let $G_{0}$ be a complex Lie algebra of dimension $\left|G_{0}\right|$ $=n_{0}$ and let $X \rightarrow \partial_{X}$ be a representation of $G_{0}$ by deriva－ tions over $G$ ．Let us consider the extension of their derivations to the enveloping algebra $U$ and to the sym－ metric algebra $S$ of $G$ ．We def ine the following sets of invariants under the action of $G$ ：

$$
\begin{align*}
& U^{I I\left(\partial\left(G_{0}\right)\right)} \equiv\left\{u \in U: \partial(u)=0, \quad X \subset G_{0}\right\},  \tag{11}\\
& S^{I\left(\hat{a}\left(G_{0}\right)\right)} \equiv\left\{p \in S: \hat{a}_{X}(p)=0, \quad X \in G_{0}\right\} . \tag{12}
\end{align*}
$$

From the above results it is straightforward to verify that

$$
\phi\left(S^{\left.\left.I \hat{a}+G_{0}\right)\right)}\right)=U^{I\left(\partial\left(G_{0}\right)\right)}
$$

and that

$$
S^{r\left(\hat{\partial}\left(G_{0}\right)\right)}-\operatorname{gr} u^{r\left(a\left(G_{0}\right)\right)}
$$

## Moreover Corollary 2 generalizes to

$$
\begin{equation*}
\operatorname{Dim} U^{\left.I(\alpha) G_{0}\right)}=\operatorname{Dim} S^{H\left(\hat{\delta}\left(G_{0}\right)\right)} . \tag{13}
\end{equation*}
$$

This number will be denoted by $\tau\left(G, \partial\left(G_{0}\right)\right)$ ．
Let $\left\{X_{i}, i=1, \ldots, n_{0}\right\}$ be a basis of $G_{0}$ with commuta－ tion rules

$$
\begin{equation*}
\left[X_{i}, X_{j}\right]=\sum_{k} d_{i j}^{k} X_{k} . \tag{14}
\end{equation*}
$$

Let us denote $\partial_{i} \equiv \partial_{X_{i}}\left(i=1, \ldots, n_{0}\right)$ ．They act on the basis $\left\{A_{\alpha}\right\}_{1}^{n}$ of $G$ in the following form，

$$
\begin{equation*}
\partial_{i}\left(A_{\alpha}\right)=\sum_{\alpha, \nu} \gamma_{i \alpha}^{\prime \prime} A_{\nu}, \tag{15}
\end{equation*}
$$

where $\gamma_{i \alpha}^{\nu} \in \mathbb{C}\left(i=1, \ldots, n_{0} ; \alpha, \nu=1, \ldots, n\right)$ 。
From（7）we obtain at once

$$
\begin{equation*}
\widehat{\partial}_{i}(p)=\sum_{\alpha, \nu} \gamma_{i \alpha}^{\nu} a_{\nu} \frac{\partial p}{\partial a_{\alpha}}, \quad p \in S . \tag{16}
\end{equation*}
$$

Let $r\left(G, \partial\left(G_{0}\right)\right)$ be the maximal rank of the $n_{0} \times n$ matrix function defined by $M_{i \alpha}(a)=\sum_{\nu \nu} \gamma_{i \alpha}^{\nu} a_{\nu}$ ．We have

$$
\begin{equation*}
\text { Theorem 2: } \tau\left(G, \partial\left(G_{0}\right)\right) \leqslant|G|-r\left(G, \partial\left(G_{0}\right)\right) \tag{17}
\end{equation*}
$$

Proof：From（16）we have that $S^{r \hat{\hat{a}}\left(G_{0}\right)}$ coincides with the set of polynomial solutions of the following system of differential equations，

$$
\begin{equation*}
\hat{\partial}_{i}(f)=\sum_{\alpha, \nu} \gamma_{i \alpha}^{\nu} a_{\nu} \frac{\partial f}{\partial a_{\alpha}}=0, i=1, \ldots, n_{0} \tag{18}
\end{equation*}
$$

Since $\left[\hat{\partial}_{i}, \hat{\partial}_{j}\right]=\sum_{k} d_{i j}^{k} \hat{\partial}_{k}$ ，these differential operators de－ fine an integrable distribution of vector fields in $\mathbb{C}^{n}$ 。 From a classical result due to Frobenius the number of functionally independent solutions is $n-r\left(G, \partial\left(G_{0}\right)\right)$ ．
（Q．E．D．$)$
Generally speaking equality will not be accessible in （17），because of the existence of nonpolynomial solu－ tions of the systems（18）．Nevertheless，there is an im－ portant exception．

Theorem 3：If $\left[G_{0}, G_{0}\right]=G_{0}$ ，then $\tau\left(G, \partial\left(G_{0}\right)\right)=|G|$
$-r\left(G, \partial\left(G_{0}\right)\right)$ ．
Proof：Since the property $\left[G_{0}, G_{0}\right]=G_{0}$ forces $G_{0}$ to be an algebraic Lie algebra，${ }^{6}$ a result of Dixmier ${ }^{7}$ implies the existence of $n-r\left(G, \partial\left(G_{0}\right)\right)$ algebraically independent rational solutions of the system（18）．On the other hand， given a rational solution $h=p_{1} / p_{2}$ ，if we take $p_{1}$ and $p_{2}$ relatively prime polynomials we easily obtain

$$
\lambda(X) \equiv \frac{\hat{\partial}_{X}\left(p_{1}\right)}{p_{1}}=\frac{\hat{\partial}_{X}\left(p_{2}\right)}{p_{2}} \in \mathbb{C}, \quad X \in G_{0}
$$

Then $\lambda=\lambda(X)$ is a weight of $G_{0}$ 。But $\left[G_{0}, G_{0}\right]=G_{0}$ im－ plies $\lambda=0$ ．Therefore，$p_{1}, p_{2} \in S^{I\left(\hat{\lambda}\left(\sigma_{0}\right)\right)}$ ，and we deduce that $S^{i\left(\hat{a}\left(G_{0}\right)\right)}$ has $n-r\left(G, \partial\left(G_{0}\right)\right)$ algebraically indepen－ dent elements．
（Q．E．D．）
Remark：In practice one may find a maximal set of homogeneous algebraically independent elements $\left\{p_{r}: r=1, \ldots, N \leqslant \tau\left(G, \partial\left(G_{0}\right)\right)\right\}$ in $S^{\left.I \partial\left(G_{0}\right)\right)}$ by solving sys－ tem（18）．An analogous set may be achieved in $U^{I\left(\partial\left(G_{0}\right)\right)}$ by taking $u_{r} \equiv \phi\left(p_{r}\right)$ as Corollary 1 shows．

## C．Applications

Let $G_{0}$ be a Lie subalgebra of $G$ ；under the adjoint
action $(X, A) \in G_{0} \times G \rightarrow[X, A] \in G, G_{0}$ acts over $G$ as a Lie algebra of derivations．The set of invariants in $U$ under the action of $G_{0}$ is given by

$$
\begin{equation*}
U^{I\left(G_{0}\right)} \equiv\left\{u \in U:[X, u]=0, \forall X \in G_{0}\right\}_{。} \tag{19}
\end{equation*}
$$

If $\left\{A_{\alpha}: \alpha=1, \ldots, n\right\}$ is a basis of $G$ such that their $n_{0}$ first terms $\left\{A_{i}: i=1, \ldots, n_{0}\right\}$ form a basis of $G_{0}$ ，the above results imply that the dimension $\tau\left(G, G_{0}\right)$ of $U^{I\left(G_{0}\right)}$ verifies

$$
\begin{equation*}
\tau\left(G, G_{0}\right) \leqslant|G|-r\left(G, G_{0}\right), \tag{20}
\end{equation*}
$$

where $r\left(G, G_{0}\right)$ is the maximal rank of the $n_{0} \times n$ matrix function $M_{i \alpha}(\alpha)=\sum_{\nu} C_{i \alpha}^{\nu} a_{\nu}\left(i=1, \ldots, n_{0} ; \alpha, \nu=1, \ldots, n\right.$ ． From Theorem 3，equality in（20）holds if $\left[G_{0}, G_{0}\right]=G_{0}$ ．

In the case $G_{0}=G$ the set $U^{1 /\left(G_{0}\right)}$ reduces to the set of Casimir invariants ${ }^{1}$ of $G$ and we arrive at well－known results ${ }^{1}$ about the number of algebraically independent Casimir invariants．

Let us look at an example to illustrate the way in which these questions may be relevant to physics．

Example：Let us consider a system of two particles in nonrelativistic quantum mechanics。Let $\left\{\mathbf{Q}^{(i)}, \mathbf{P}^{(i)}\right.$ ， $\left.\mathbf{S}^{(i)}\right\}$ be the position，momentum，and spin observables for the particle $i(i=1,2)$ ．Together with the identity operator $I$ ，these observables generate a Lie algebra $G$ of dimension $n=19$ ．The action，of the groups of translations，rotations，and Galilei transformations are generated respectively by the operators
$\mathbf{P}=\sum_{i=1,2} \mathbf{P}^{(i)}, \quad \mathbf{J}=\sum_{i=1,2} \mathbf{Q}^{(i)} \times \mathbf{P}^{(i)}+\mathbf{S}^{(i)}, \quad \mathbf{G}=\sum_{i=1,2} m_{i} \mathbf{Q}^{(i)}$, where $m_{i}(i=1,2)$ are the masses of the particles．The Hamiltonian of the system will be of the form

$$
H=\sum_{i=1,2}\left(2 m_{i}\right)^{-1} \mathbf{P}^{(i)^{2}}+V,
$$

where $V$ represents the interaction term and depends upon the generators of the Lie algebra $G$ 。Galilean invariance requires $V$ to satisfy the commutation relations

$$
[\mathrm{P}, V]=[\mathrm{J}, V]=[\mathrm{G}, \mathrm{~V}]=0 .
$$

Thus，the admissible solutions in the enveloping algebra $U$ of $G$ will be the invariant elements in $U$ under the adjoint action of the subalgebra $G_{0}$ of $G$ generated by $\{\mathbf{G}, \mathbf{P}, \mathrm{J}, I\}_{\text {。 }}$ An easy computation yields $r\left(G, G_{0}\right)=9$ 。 Since $\left[G_{0}, G_{0}\right]=G_{0}$ ，we deduce $\tau\left(G, G_{0}\right)=10$ ．A maximal algebraically independent set is given by

$$
\begin{aligned}
& I, \quad S^{(1)^{2}}, \quad \mathbf{S}^{(2)^{2}}, \quad \mathrm{q}^{2}, \quad \mathrm{p}^{2}, \quad \mathrm{l}^{2}, \\
& 1 \mathbf{S}^{(1)}, \quad \mathrm{l} \mathbf{S}^{(2)}, \quad \mathrm{p} S^{(1)}, \quad \mathrm{pS}^{(2)},
\end{aligned}
$$

where $\mathrm{q}, \mathrm{p}$ ，and l are the relative position，momentum， and angular momentum observables defined by：

$$
\mathbf{q}=\mathbf{Q}^{(1)}-\mathbf{Q}^{(2)}, \quad \mathbf{p}=\left(m_{2} \mathbf{P}^{(1)}-m_{1} \mathbf{P}^{(2)}\right) / m_{\mathbf{1}}+m_{2}, \quad \mathbf{l}=\mathbf{q} \times \mathbf{p} .
$$

Final Remark；From a result of Joseph ${ }^{4}$ we may de－ duce the following upper bound for $\tau\left(G, G_{0}\right)$ ，

$$
\begin{equation*}
\tau\left(G, G_{0}\right) \leqslant 2|G|-\left|G_{0}\right|-r(G), \tag{21}
\end{equation*}
$$

where $r(G)$ is the maximal rank of the $n \times n$ matrix function $M_{\alpha \beta}(\sigma)=\sum_{\nu} c_{\alpha \beta}^{\nu} a_{\nu}(\alpha, \beta, \nu=1, \ldots, n)$ ．An elementa－ ry application of Rouche＇s theorem yields $r(G)-r\left(G, G_{0}\right)$
$\leqslant|G|-\left|G_{0}\right|$. Then we obtain

$$
|G|-r\left(G, G_{0}\right) \leqslant 2|G|-\left|G_{0}\right|-r(G)
$$

Therefore, the bound (20) is stronger than (21).
${ }^{1}$ L. Abellanas and L. Martínez Alonso, J. Math. Phys. 16, 1580 (1975).
${ }^{2}$ J. Patera et al., J. Math. Phys. 17, 977, 985 (1976); see, also, H. Zassenhaus, "On the invariants of a Lie group. I,"
in Computers in Nonassociative Rings and Algebras
(Academic, New York, 1977).
${ }^{3} \mathrm{~J}$. Dixmier, Algebres enveloppantes (Gauthier-Villars, Paris, 1974).
${ }^{4}$ A. Joseph, Bull. Soc. Math. France 102, 75 (1974); "Sur les algebres de Weyl," Cours Université de Paris VI (1974).
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#### Abstract

It is observed that singularity-free localized particlelike solutions to certain essentially nonlinear classical field equations are dynamically stable in a constrained free-field Hamiltonian formulation. Being rather novel, the variational principle for such a theory pertains to an arbitrary pair of neighboring solutions to the field equations, with $\delta \phi$ specified as the difference between neighboring solutions.


PACS numbers: $03.50 . \mathrm{Kk}$

## 1. INTRODUCTION

Inasmuch as a prefactor coupling constant ordinarily undergoes renormalization with quantization of the theory, it is permissible to view 'bare" coupling constants as undetermined Lagrange multipliers in the context of prequantized classical theory. Interaction between fields, or nonlinear self-interaction of a field, arises from a linear-theoretic free-field Hamiltonian if the fields and their conjugate momentum densities are constrained by a subsidiary variational condition. What is particularly interesting about this alternative way of formulating interacting classical field theory is that it can engender stability for singularity-free localized solutions ${ }^{1=10}$-solutions that would otherwise be dynamically unstable with respect to evolution generated by the conventional interacting-field Hamiltonian without subsidiary constraints.

## 2. GENERAL FORMULATION

To put it precisely, let $H_{0}=H_{0}[\phi, \pi]$ denote a generic free-field Hamiltonian in the canonically conjugate variables $\phi=\left(\phi_{1}(x, t), \ldots, \phi_{n}(x, t)\right)$ and $\pi=\left(\pi_{1}(\mathrm{x}, l), \ldots, \pi_{n}(\mathrm{x}, t)\right) ; H_{0}$ is homogeneously quadratic or bilinear in the latter canonical variables. Suppose that $(\phi, \pi)$ and $(\phi+\delta \phi, \pi+\delta \pi)$ are both physically admissible neighboring solutions to the nonlinear (interacting) classical field theory if and only if

$$
\begin{equation*}
\delta H_{0}=\int_{R_{3}}\left(\frac{\partial \phi}{\partial t} \cdot \delta \pi-\frac{\partial \pi}{\partial t} \cdot \delta \phi\right) d^{3} x \tag{1}
\end{equation*}
$$

subject to $\delta C=0$,
where $C=C[\phi, \pi]$ is a prescribed functional that transforms like energy under Lorentz transformations. From (1) it follows that any admissible solution satisfies the field equations

$$
\begin{equation*}
\frac{\partial \phi}{\partial t}=\frac{\delta H_{0}}{\delta \pi}-\lambda \frac{\delta C}{\delta \pi}, \quad \frac{\partial \pi}{\partial t}=-\frac{\delta H_{0}}{\delta \phi}+\lambda \frac{\delta C}{\delta \phi} \tag{2}
\end{equation*}
$$

with $\lambda$ a Lagrange multiplier, while the difference between a generic pair of neighboring solutions satisfies the linear homogeneous constraint equation

$$
\begin{equation*}
\int_{R_{3}}\left(\frac{\delta C}{\delta \phi} \cdot \delta \phi+\frac{\delta C}{\delta \pi} \cdot \delta \pi\right) d^{3} x=0 \tag{3}
\end{equation*}
$$

In (1)-(3) all functional derivatives are taken in the

[^8]three-dimensional sense [e.g., $\delta / \delta \phi \equiv \delta / \delta \phi(\mathbf{x})$ ] and a dot is used to denote $n$-tuple contraction; otherwise the notation is standard. ${ }^{11}$ The invariance of (1) under time translations (with no explicit time dependence in either $H_{0}$ or $C$ ) implies that the Lagrange multiplier $\lambda$ is a constant independent of $t$. Clearly, Eqs. (2) are identical to conventional Hamiltonian field equations with $H \equiv H_{0}-\lambda C$. However, the constraint equation (3) on the difference between neighboring solutions $(\phi, \pi)$ and ( $\phi+\delta \phi, \pi+\delta \pi$ ) provides a mild restriction on the manifold of admissible solutions to (2), a single global ${ }^{12}$ condition at any instant of time on the $2 n$ space-time functions $(\delta \phi, \delta \pi)$.

## 3. CONSTRAINED $\phi^{6}$ MODEL

As a means of illustrating the effect of (3) on the manifold of solutions to (2), consider the model ${ }^{1}$ with $n=1$,

$$
\begin{equation*}
H_{0} \equiv \frac{1}{2} \int_{R_{3}}\left(\pi^{2}+|\nabla \phi|^{2}\right) d^{3} x, C \equiv \frac{1}{6} \int_{R_{3}} \phi^{6} d^{3} x \tag{4}
\end{equation*}
$$

Putting (4) into (2) and (3), we obtain

$$
\begin{align*}
& \frac{\partial^{2} \phi}{\partial t^{2}}=\frac{\partial \pi}{\partial!}=\nabla^{2} \phi+\lambda \phi^{5}  \tag{5}\\
& \int_{R_{3}} \phi^{5} \delta \phi d^{3} x=0 \tag{6}
\end{align*}
$$

The static spherically-symmetric singularity-free particlelike solution to (5) is $\phi=\bar{\phi} \equiv Z\left(r^{2}+\frac{1}{3} \lambda Z^{4}\right)^{-1 / 2}$ for $\lambda>0$, in which $r \equiv|\mathbf{x}|$ and the "size parameter" $Z$ is a free (positive or negative) real constant of integration. For solutions in the neighborhood of the latter particlelike solution, (5) and (6) yield

$$
\begin{align*}
& \left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}-5 \lambda \bar{\phi}^{4}\right) \delta \phi=0  \tag{7}\\
& \int_{R_{3}} \bar{\phi}^{5} \delta \phi d^{3} x=0 \tag{8}
\end{align*}
$$

In terms of complex-valued radial functions $\xi_{k l m}$ $=\xi_{k l m}(r)$ and the complex spherical harmonics $Y_{l}^{m}$, the general solution to (7) is expressible as

$$
\begin{equation*}
\left.\delta \phi=r^{-1} \operatorname{Re} \sum_{\text {eigen-k }} \sum_{l=0}^{\infty} \sum_{m=-1}^{l} \xi_{k l m} Y_{l}^{m} e^{i k t}\right) \tag{9}
\end{equation*}
$$

For $l>0$, only real eigenvalues $k$ are admitted by (7), ${ }^{1}$ and the constraint condition (8) is satisfied automatically as a consequence of the angular integration.
For $l=0$ with $\xi_{k 00}=\xi_{k},(7)$ and (8) yield

$$
\begin{equation*}
\left(k^{2}+\frac{d^{2}}{d r^{2}}+5 \lambda \bar{\phi}^{4}\right) \xi_{k}=0, \quad \int_{0}^{\infty} \bar{\phi}^{5} \xi_{k} r d r=0 \tag{10}
\end{equation*}
$$

as conditions on admissible radial functions in (9). Subject to the boundary condition $\xi_{k}(0)=0$ implied by (9) at $r=0$, the eigenvalue equation in (10) admits a "ground state" with $k \cong \pm i(1,9) Z^{-2} g^{-1 / 2}$ and a continuum of "free states" for all real values of $k .{ }^{1}$ Being nodeless, the "ground state" is precluded by the subsidary constraint condition in (10), and because the associated perturbation terms are thereby exluded from (9), the constraint formulation engenders dynamical stability for the particlelike solution. Elementary analysis also shows that the subsidiary condition in (10) restrict $l=0$ "free states" to the single eigenmode corresponding to the value $k=0$,

$$
\xi_{0} \propto r \frac{\partial \bar{\phi}}{\partial Z}=\left(r^{3}-\frac{1}{3} \lambda Z^{4} r\right)\left(r^{2}+\frac{1}{3} \lambda Z^{4}\right)^{-3 / 2} .
$$

## 4. TRIAD-SCALAR $\phi^{6}$ EXTENSION

Let us now consider the triad-scalar $n=3$ extension of (4) with

$$
H_{0} \equiv \frac{1}{2} \sum_{j=1}^{3} \int_{R_{3}}\left(\pi_{j}^{2}+\left|\nabla \phi_{j}\right|^{2}\right) d^{3} x, \quad C \equiv \frac{1}{2} \int_{R_{3}}\left(\prod_{j=1}^{3} \phi_{j}^{2}\right) d^{3} x,(11)
$$

for which (2) and (3) produce

$$
\begin{aligned}
& \frac{\partial^{2} \phi_{i}}{\partial t^{2}}=\frac{\partial \pi_{i}}{\partial t}=\nabla^{2} \phi_{i}+\lambda\left(\prod_{j \neq i}\right) \\
& \underset{\substack{\text { perm } \\
1,2,3}}{\sum} \int \phi_{1}^{2} \phi_{1}^{2} \phi_{3} \delta \phi_{3} d^{3} x=0
\end{aligned}
$$

The static spherically-symmetric singularity-free particlelike solution to (12) is $\phi_{1}=\phi_{2}=\phi_{3}=\bar{\phi}$ $\equiv Z\left(r^{2}+\frac{1}{3} \lambda Z^{4}\right)^{-1 / 2}$ for $\lambda>0$, as in the case of (5). For the solutions in the neighborhood of the latter particlelike solution, (12) and (13) require

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}-\lambda \bar{\phi}^{4}\right) \delta \phi_{i}=2 \lambda \bar{\phi}^{4} \sum_{j(\neq i)} \delta \phi_{j} \tag{14}
\end{equation*}
$$

and (8) with $\delta \phi \equiv \delta \phi_{1}+\delta \phi_{2}+\delta \phi_{3}$. In terms of the latter normal coordinate and $\delta \phi^{\prime} \equiv \delta \phi_{1}-\delta \phi_{2}, \delta \phi^{\prime \prime} \equiv \delta \phi_{2}-\delta \phi_{3}$, Eq. (14) resolves to (7) and

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t^{2}}-\nabla^{2}+\lambda \bar{\phi}^{4}\right)\binom{\delta \phi^{\prime}}{\delta \phi^{\prime \prime}}=0 \tag{15}
\end{equation*}
$$

Since the effective potential in (15) is repulsive, only "free state" oscillatory modes appear in the general solutions for $\delta \phi^{\prime}$ and $\delta \phi^{\prime \prime}$, and hence the constraint formulation engenders dynamical stability for the particlelike solution.
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${ }^{5}$ D. E. L. Pottinger and R.J. Rivers. Nucl. Phys. 117, 189 (1976).
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# Linearization stability of gravitational and gauge fields 

Judith M．Arms<br>Department of Mathematics，University of Utah，Salt Lake City，Utah 84112<br>（Received 7 July 1978）<br>Conditions are given for the linearization stability of the Yang－Mills and the Einstein－Yang－Mills equations on a spacetime with a compact Cauchy surface．There are sufficient conditions on the Cauchy surface，and necessary and sufficient conditions on the spacetime；the latter are identified with global infinitesimal symmetries of the principal fiber bundle associated with the Yang－Mills（gauge）field．For each system a splitting theorem for the initial data is given and the Cauchy problem is discussed．

## I．INTRODUCTION

This paper extends the linearization stability results of Fischer and Marsden ${ }^{1}$ and Moncrief ${ }^{2}$（on vacuum spacetimes）and Arms ${ }^{3}$（on the coupled Einstein－Max－ well system）to the case of gravity coupled with a sourceless gauge field．For a spacetime with a compact Cauchy surface and a gauge field with matrix gauge group whose Lie algebra has a metric invariant under the adjoint action of the group，we obtain conditions for linearization stability of the coupled Einstein－Yang－ Mills field equations．These conditions are sufficient conditions on the Cauchy surface and necessary and sufficient conditions on the spacetime。Roughly speaking， the results state that linearization stability can be guaranteed when the fields are not＂too symmetrical。＂ Thus a generic solution，which lacks symmetry，is linearization stable．

As a step in proving these results，we must show that the Cauchy problem for the Einstein－Yang－Mills sys－ tem is well posed．In addition，Cauchy problem and linearization stability results are stated for Yang－Mills fields alone．The latter，which like the results for the coupled case state that linearization stability is cor－ related to lack of symmetry，are very similar to results of Moncrief ${ }^{4}$ on Yang－Mills－Higgs fields．

Linearization stability concerns the validity of linear perturbation theory．A solution to the exact equations is said to be linearization stable if any solution to the linearized equations（relative to the exact solution） approximates to first order a curve of exact solutions． This property is not trivial，as is demonstrated by the example of Brill and Deser．${ }^{5}$
We shall model a Yang－Mills（gauge）field as a 2 form $F$ with values in the Lie algebra $\mathfrak{g}$ of a Lie group $G$ and satisfying certain field equations．$F$ comes from a Lie－algebra－valued 1 form $A$ called the vector potential，

$$
\begin{equation*}
F=d A+[A, A]_{0} \tag{1,1a}
\end{equation*}
$$

（In coordinates，

$$
\begin{equation*}
F_{\mu \nu}^{w}=A_{\nu, u}^{a}-A_{\mu, \nu}^{a}+C_{b c}^{a} A_{\mu}^{b} A_{\nu}^{c}, \tag{1.1b}
\end{equation*}
$$

where［，］is the Lie bracket and $C_{b c}^{a}$ are the structure constants of g．）［Note：In most of the physics literature， $F$ and $A$ take values in $i g$ ．This factor of $i$ and factors of -1 and 2 coming from variations in several conventions lead to variations in（1．1）and subsequent equations．We detail our conventions in sec． $\mathrm{II}_{\mathrm{o}}$｜The Yang－Mills field
equations are

$$
\begin{equation*}
\operatorname{div} F+[A, F]=0 . \tag{1.2a}
\end{equation*}
$$

（In coordinates，

$$
\begin{equation*}
F_{\mu ; \nu}^{a \nu}+C_{b c}^{a} A_{\nu}^{b} F_{\mu}^{c \nu}=0, \tag{1,2b}
\end{equation*}
$$

where the semicolon indicates the covariant derivative．） （1．1）and（1．2）may be derived from the action $\int F_{\mu \nu}^{a} F_{a}{ }^{\mu \nu} d\left({ }^{4}\right.$ vol．）by varying with respect to the potential A。（See，e．g．，Ref．6．）

The field and its potential may be multiple－valued globally．We may think of the field as a collection of locally defined single－valued fields．Two locally defined fields are part of the same global field if on the inter－ section $U$ of their domains there is a gauge transforma－ tion S：$U \rightarrow G$ ，such that

$$
\begin{equation*}
\tilde{A}=\operatorname{ad}\left(S^{-1}\right) A+S^{*} \theta, \quad \tilde{F}=\operatorname{ad}\left(S^{-1}\right) F, \tag{1,3}
\end{equation*}
$$

where $S^{*} \theta$ indicates the pullback to $U$ of the canonical g －valued 1 form $\theta$ on $G$（Ref．7，p．41）．［For $G$ a matrix group，（1．3）becomes

$$
\tilde{A}=S^{-1} A S+S^{-1} d S, \quad \tilde{F}=S^{-1} F S .1
$$

The most natural geometric interpretation of the gauge field is as the curvature $\Omega$ of a connection $\omega$ on a principal fiber bundle $P$ over spacetime with group $G$ ． （Cf．Ref． 8 and references therein．）$\Omega$ and $\omega$ are a 2 form and a 1 form，respectively，with values in $\mathfrak{g}$ and def ined on all of $P$ ；we require that

$$
\operatorname{div} \Omega+[\omega, \Omega]=0
$$

Given a local section $i: U \rightarrow P, U$ a neighborhood in spacetime，we can define $A=i^{*} \omega$ and $F=i^{*} \Omega$ on $U ; A$ and $F$ will fit all the requirements of a Yang－Mills field．

The coupled Einstein－Yang－Mills system consists of the Yang－Mills field equations（1．1）and（1，2）and the Einstein field equations with a Yang－Mills source．The energy－momentum tensor for a gauge field is the ob－ vious generalization of the energy－momentum of electromagnetism，

$$
\begin{equation*}
T_{\mu \nu}=F_{\mu \lambda}^{a} F_{a \nu}^{\lambda}-\frac{1}{4} g_{\mu \nu} F_{\lambda \sigma}^{a} F_{a}^{\lambda \sigma}, \tag{1.4}
\end{equation*}
$$

where $g$ is the spacetime metric．（Cf．Ref．9，p．68； the energy－momentum tensor above differs from that of Ref． 9 in that following Ref． 10 we use units such that $c=16 \pi$（gravitational constant）$=1$ and electric charge is in rationalized units．All our conventions are detailed in sec．II．）The Einstein－Yang－Mills field
equations come from the action

$$
\begin{equation*}
\int L=\int\left(R-\frac{1}{4} F_{\mu \nu}^{a} F_{a}^{u \nu}\right)(-\operatorname{det} g)^{1 / 2} d^{4} x, \tag{1,5}
\end{equation*}
$$

where $R$ is the scalar curvature of $g$ ，by varying with respect to $g$ and $A$ 。

## II．STATEMENT OF THE MAIN RESULTS

Before giving a precise statement of the results，we give some definitions and assumptions used throughout the rest of this paper．Notation and definitions concern－ ing general relativity for the most part will follow Ref．11，especially Chap．21，except for units and universal constants which，as noted above，follow Ref．10；some global definitions missing from these sources are drawn from Ref． 9 or 12．Our definitions for princ ipal fiber bundles and related structures fol－ low Ref．7，except that we use the Bourbaki wedge pro－ duct convention（ $u \wedge v=u \otimes v-v \& u$ ）as in Ref．11，thus eliminating factors of $\frac{1}{2}$ that appear in many of the formulas in Ref． 7.

Let $\left({ }^{4} S,{ }^{4} g\right)$ be a spacetime with a compact spacelike Cauchy surface $M$ ．That is，${ }^{4} S$ is a four－dimensional， $C^{\infty}$ ，paracompact，connected，oriented，time－oriented Lorentz manifold with metric ${ }^{4} g$（signature -+++ ）and a compact $C^{\infty}$ hypersurface $M$ such that $g={ }^{4} g$ restricted to $M$ is positive definite and every inextendible timelike curve in ${ }^{4} S$ intersects $M$ exactly once．Roughly speaking， the last condition means that appropriate data on $M$ and the field equations will determine all the fields everywhere on ${ }^{4} S$ ．（See sec．III．）In general， tensors on ${ }^{4} S$ have a preceding superscript 4 ，while tensors on $M$ do not．We work in coordinates（ $x^{0}=1, x^{1}$ ， $\left.x^{2}, x^{3}\right)$ such that $\{t=0\} \subset M$ ．Lower case Greek indices range from 0 to 3 ，inclusive，and are raised and lowered by ${ }^{4} g$ ；lower case Latin indices from the middle of the alphabet（ $i, j$ ，etc．）range from 1 to 3 and are manipulated by $g$ ．A semicolon represents covariant differentiation with respect to ${ }^{4} g$ ，a vertical bar，with respect to $g$ ．The volume element $\left(-\operatorname{det}{ }^{4} g\right)^{1 / 2} d^{4} x$ is written ${ }^{4} \mu$ ；$(\operatorname{det} g)^{1 / 2} d^{3} x$ is written $\mu$ ．The second fundamental form of $M$ is $k_{i j}=-Z_{i ; j}$ ，where $Z$ is the future pointing unit normal to $M$ ．The canonical momentum for $g$（see sec．III）is $\pi^{i j}=\left(k_{m}^{m} g^{i j}-k^{i j}\right) \mu$ ，a tensor density．

Let $G$ be a Lie group which is representable as a matrix group and has a Lie algebra $g$ with positive de－ finite real inner product $\gamma$ which is invariant under the adjoint action of $G$ on $g$ ．Such a metric exists when， for example，$G$ is the direct product of an abelian group and a compact semisimple group；the metric can be taken to be minus the Killing form on the semisimple factor．${ }^{13}$ All component work with respect to $\mathfrak{g}$ is written in terms of a left－invariant frame rather than a coordinate frame．Let $n=$ dimension of $G$ and $m=n+4$ ． Lower case Latin indices from the beginning of the alphabet range from 1 to $n$ and are raised and lowered by $\gamma$ ．If $\left\{X_{a}\right\}$ is a basis for $g$ ，that is，a basis for the left－invariant vector fields，$\left[X_{a}, X_{b}\right]=C_{a b}^{c} X_{c}$ defines the structure constants $C_{a b}^{c}$ of $g$ ．

Let $P$ be a principal fiber bundle over ${ }^{4} S$ with group $G$（acting on the right－see Ref．7，Chap．I，Sec．5） and connection one form $\omega$ ．Thus the dimension of $P$
as a manifold is $m$ 。 Let $Q=P$ restricted to $M$ 。 Given a local section $i: U \subset{ }^{4} S \subset P, \tau \circ i=$ identity where $\tau: P \rightarrow{ }^{4} S$ is the projection map，let ${ }^{4} A=i^{*} \omega$ and ${ }^{4} F=i^{*} \Omega$ ，where $\Omega$ is the curvature of $\omega$ ．（See Ref．7， Chap．$\Pi_{0}$ ）Then $A=$ restriction of ${ }^{4} A$ to $M=i^{*}(\omega$ restricted to $Q$ ）．For $F=$ restriction of ${ }^{4} F$ to $M$ ，it is useful to define $\beta={ }^{*} F$ ，where $*$ is the Hodge star operator，or，in indices，$\beta_{a}^{t}=\frac{1}{2} \gamma_{a b}[i j k] F_{j k}^{b}$ ，where $[i j k]$ is the completely antisymmetric tensor density with $[123]=1$ ．If $G$ is the circle，so that the Yang－Mills field ${ }^{4} F$ is an electromagnetic field，then $\beta$ is the magnetic field．We also define a generalized electric field $\epsilon_{a}^{i}={ }^{4} F_{a}^{0 i 4} \mu . \beta$ and $\epsilon$ are $\mathfrak{g}^{*}$－valued vector densities， where $g \approx g^{*}$ via the adjoint invariant metric $\gamma$ 。
All g－and $\mathfrak{g}^{*}$－valued tensors on $M$ and ${ }^{4} S$ throughout this paper，including those defined above，are tensorial， except for $A$ and ${ }^{4} A$ which are pseudotensorial．By this we mean that they come，via pullback by a local section， from tensorial forms on $Q$ and $P$（or in the case of the potential，from the pseudotensorial form $\omega$ ）．（See Ref． 7 p．75．）This property can also be expressed in terms of behavior under gauge transformations．A gauge trans－ formation is a change of section from $i$ to $\tilde{i}, \tilde{i}(x)=$ $=R(S(x))(i(x))$ ，where $R(S(x))$ indicates the action of $S(x) \subset G$ on the fiber $\tau^{-1}(x)$ and $S: U \rightarrow G$ 。A tensorial $g-$ valued object $T$ transforms by $\widetilde{T}=\operatorname{ad}\left(S^{-1}\right) T$ ，and the pseudotensorial potentials transform by $\tilde{A}=\mathrm{ad}\left(5^{-1}\right) A$ $+5^{*} \theta$ ．［Cf．（1．3）above．$\rceil g^{*}$－valued objects transform so that gauge transformations commute with raising and lowering of indices．Note that if $P$ is nontrivial so that there are no global sections，a $g$－valued function，such as V in Theorems 1A and 1B below，may be def ined only locally，and its values will depend on the choice of gauge（ $i_{0} e_{0}$ ，section）．

For（pseudo）tensorial forms the wedge product is the ordinary wedge product with respect to space or space－ time indices and a Lie bracket with respect to group indices；e．g．，

$$
(A \subset F)_{i j k}^{a}=C_{b c}^{a}\left(A_{i}^{b} F_{i k}^{c}+A_{j}^{b} F_{k i}^{c}+A_{k}^{b} F_{i j}^{c}\right)
$$

The usual exterior derivative $d$ on $M$ or ${ }^{4} S$ is replaced by the covariant exterior derivative $D$ ；e。g．，

$$
\begin{aligned}
& D \phi-d \phi+A \wedge \phi \quad \text { for a tensorial form } \phi \\
& D^{4} A-d^{4} A+{ }_{2}^{4} A \wedge^{4} A=d^{4} A+\left[{ }^{4} A,{ }^{4} A\right]={ }^{4} F
\end{aligned}
$$

［Cf．（1，1）above．The potential has a different formula for its exterior covariant derivative because it is only pseudotensorial；cf．Ref．7，Chap．II，Sec．5，Theorem 5．2，p．77，and Proposition 5．5，p．79．1

In the following theorems，all tensor fields（including the linear and nonlinear perturbations implic it in a statement about linearization stability）may be taken to be $C^{\infty}$ ；or all may be taken to be in suitable Sobolev spaces．Similarly throughout the paper＂smooth＂ means $C^{\infty}$ or belonging to a suitable Sobolev space．

Theorem 1A．The Yang－Mills field equations are linearization stable at a solution ${ }^{4} A$ if and only if for all tensorial $V, M \rightarrow \mathrm{~g}$ such that $[\epsilon, V]=0$ and $D V=0$ ， the image of $V$ lies in the center of $g$ 。［See Notes（1）and （2）below． 1

Theorem 1B；The coupled Einstein－Yang－Mills sys－
tem is linearization stable at the solution（ ${ }^{4} g,{ }^{4} A$ ）if the following three conditions hold on M ：
（i） $\operatorname{tr} \pi=\pi_{k}^{k}$ is a constant multiple of the volume ele－ ment $\mu$ ；
（ii）at least one of $g, \pi, \epsilon$ ，and $\beta$ is nontrivial；that is，at least one of $\pi, \varepsilon$ ，and $\beta$ is not identically zero， or $g$ is not flat；and
（iii）if $X$ is a vector field and $V$ ag－valued function on $M$ such that $L_{x} g=0, L_{x} \pi=0, L_{x} \epsilon+[A(X), \epsilon]=[\epsilon, V]$ ， and $F(X)=,D V$ ，then $X=0$ and the image of $V$ lies in the center of $g$ 。

Notes：（1）If the image of $V$ is contained in the center of $g \%$ ，then $V$ is a function in the usual sense because it is invariant under gauge transformations and thus is globally defined．
（2）For Theorem 1A（or if $X=0$ in Theorem 1B），if the image of $V$ lies in the center of $g$ ，then $D V=0$ ［or $F(X)=,D V$ ］becomes $d V=0$ ，so $V$ is constant．
（3）$L_{X} T$ is the Lie derivative of a tensor $T$ with re－ spect to $X$ ；e．g．，$L_{x} g_{i j}=X_{i 1 j}+X_{j \mid i}$ 。
（4）$L_{X} \epsilon+[A(X), \epsilon]$ is the gauge covariant analog of $L_{x} \in$ ，and $F(X$,$) is the gauge covariant analog of L_{X} A$ ． Condition（iii）can be made more symmetric by replac－ ing $F(X)=,D V$ by $L_{X} \beta+[A(X), \beta]=[\beta, V]$ ，but this weakens the theorem slightly．

Theorem $2 A$ ：The Yang－Mills equations are linear－ ization stable at a solution ${ }^{4} A$ if and only if there are no symmetries of $P$ that preserve ${ }^{4} S$ and the connection $\omega$ except the action of the center of $G$ on $P_{0}$ ．That is， if $X$ is a vertical vector field on $P$ such that $L_{X} \omega=0$ ， then $X$ is a generator of the action of the center of $G$ on $P$ ，i．e．，$\omega(X)=$ constant in the center of $g$ ．

Theorem 2R：The coupled Einstein－Yang－Mills sys－ tem is linearization stable at the solution $\left({ }^{4} g,{ }^{4} A\right)$ if and only if there are no simultaneous symmetries on the bundle $P$ of the connection 1 form $\omega$ and the pullback of the spacetime metric $\tau^{* 4} g$ except the action of the center of $G$ on $P$ ．That is，if $X$ is a vector field on $P$ such that $L_{X} \omega=0$ and $L_{X} \tau^{* 4} g=0$ ，then $X$ is a generator of the action of the center of $G$ on $P$ ，i．e．，$X$ is vertical and $\omega(X)=$ const in the center of $g$ 。

Theorem 3：For the Yang－Mills and Einstein－Yang－ Mills field equations，perturbations of the initial data split into three orthogonal components．At points of linearization stability，these are the perturbations violating the（linearized）constraint equations；the gauge perturbations；and the＂true degrees of freedom，＂those preserving the constraints modulo the gauge freedom．

## III．THE CAUCHY PROBLEM

Linearization stability of a hyperbolic system that forms a well－posed Cauchy problem is equivalent to linearization stability of any constraint equations on the initial data．（See Proposition 3 at the end of this sec－ tion．）We outline below the proof that the Yang－Mills and Einstein－Yang－Mills systems are well－posed Cauchy problems．In the process each system will be broken up into constraint equations on the Cauchy sur－
face $M$ and Hamiltonian evolution equations．This Hamiltonian formulation will prove useful in the proofs of the main theorems．

## A．The Hamiltonian formalism

Following the Arnowitt，Deser，and Misner formula－ tion of general relativity，${ }^{10,14,15}$ from the Lagrangian $L$ in（ 1.5 ）we derive the canonical momenta for gravity and a Yang－Mills field，either separately or coupled：

$$
\pi^{i j}=\frac{\partial L}{\partial g_{i j, 0}}=\left(k_{m}^{m} g^{i j}-k^{i j}\right) \mu
$$

and

$$
\eta_{a}^{i}=\frac{\partial L}{\partial A_{i, 0}^{a}}={ }^{4} F_{a}^{i 04} \mu=-\epsilon_{a .}^{i} .
$$

（Note：This $\eta_{a}^{i}$ is Moncrief＇s $E_{(a)}^{i}{ }^{4}$ except for a factor of $i$ since he considers $i g$－valued tensors instead of $g$－valued tensors．）The variables ${ }^{4} g_{0 \mu}$ and ${ }^{4} A_{0}^{a}$ are degenerate in the sense that their canonical momenta are zero．It turns out to be most convenient to use as degenerate variables the lapse $V$ ，the shift $X$ ，and a tensorial $\mathfrak{g}$－valued function $V$ ，defined by

$$
{ }^{4} g_{00}=-\left(N^{2}-X^{i} X_{i}\right), \quad{ }^{4} g_{0 i}=X_{i}, \text { and }{ }^{4} A_{0}^{a}=-V^{a}
$$

$X$ is a vector field on $M$ and its indices are manipulated by $g$ rather than by ${ }^{4} g$ ．When $G=S^{1}$ and the gauge field is thus a Maxwell field，$V$ is the usual scalar potential； in the general case，$V$ is still a scalar with respect to coordinate changes on $M$ ，although it is a vector in the Lie algebra．

For the Hamiltonian formalism，the action is ex－ pressed as
$\int L=\int\left\{\pi g_{, 0}+\eta A_{, 0}-V H-X g-V K\right\}$,
where

$$
\begin{aligned}
H & =\left\{-\frac{1}{2}\left(\pi_{j}^{j}\right)^{2}+\pi^{i j} \pi_{i j}+\frac{1}{2}\left(\eta_{a}^{i} \eta_{i}^{a}+\beta_{a}^{i} \beta_{i}^{a}\right)\right\} g^{-1 / 2}-R g^{1 / 2} \\
& =\left\{-\frac{1}{2}(\operatorname{tr} \bar{\pi})^{2}+\bar{\pi}: \bar{\pi}+\frac{1}{2}\left(\epsilon^{2}+\bar{\beta}^{2}\right)-R\right\} \mu, \\
\mathcal{J}_{i} & =-2 \pi_{i j j}^{j}+\eta_{a}^{j}\left(A_{j, i}^{a}-A_{i, j}^{a}+C_{b c}^{a} A_{i}^{b} A_{j}^{c}\right) \\
& =-2 \nabla \cdot \pi+\eta \times \stackrel{a}{\circ} \beta, \\
K_{a} & =\eta_{a \mid j}^{s}+C_{a b}^{c} A_{j}^{b} \eta_{c}^{j}=\hat{\nabla} \cdot \eta .
\end{aligned}
$$

Here $R$ is the scalar curvature of $g ; g^{\star 1 / 2}=\left(\operatorname{detg}_{i j}\right)^{ \pm 1 / 2}$ ， $t r$ indicates the trace of a tensor with respect to $g$ ； a tensor density $T=\bar{T} \mu$ ，so $\bar{T}$ is an ordinary tensor；• and $\hat{*}$ indicate an inner product on one pair of indices with respect to $g$ and $\gamma$ ，respectively，so $\pi \cdot \pi=\pi^{i k} \pi_{k}{ }^{j}$ $\pi: \pi=\pi^{i j} \pi_{t j}, \epsilon \cdot \epsilon=\epsilon_{i}^{a} \epsilon_{a j}, \epsilon \hat{\hat{\imath}} \epsilon=\epsilon_{i}^{a} \epsilon_{i}^{a}$ ，etc．，$\times$ is the usual cross product of vectors on a three－dimensional Riemannian space，so $\eta \times \hat{\bullet} \beta=[i j k] \eta_{a}^{j} B^{a k} ; \nabla$ and $\hat{\nabla}$ are the covariant and doubly covariant derivatives，and $\nabla$－ and $\hat{\nabla}$ ．are the covariant and doubly covariant diver－ gences，so $\nabla \cdot \pi=\pi^{i j}{ }_{i j}$ and $\hat{\nabla} \cdot \eta=g^{i j}(\hat{\nabla} \eta)_{i j}=g^{i j}\left(\eta_{i, j}^{a}\right.$ $\left.+C_{b c}^{a} A_{i}^{b} \eta_{i}^{c}\right)(=* D * \eta)$ ；and $\bar{\epsilon}=\bar{\epsilon} \hat{: \bar{\epsilon}}=\bar{\eta} \hat{:} \bar{\eta}$ and $\overline{\beta^{2}}=\bar{\beta}: \bar{\beta}$ ．［The inner product signs $\cdot$ and ${ }^{*}$ in（3．1）are omitted because the products there are natural，i．e．，do not require a metric．Note that because $\pi, \eta, H, g$ ，and $K$ are den－ sities，it is not necessary to multiply the right－hand side of（3．1）by the volume element $\mu$ ． 1 When $G=\varsigma^{1}$ ， so that the gauge field is an electromagnetic field，${ }_{j}$
differs from the $g$ of Ref． 3 by a term $A \hat{\circ}(\hat{\nabla} \cdot \eta)$ ；this change makes $g$ tensorial．

Let $\Phi=(H, \mathscr{Y}, K)$ ；then varying the action $\int L=\{\pi g, 0$ $+\eta A, 0-(N, X, V) \Phi\}$ with respect to the degenerate variables $N, X$ ，and $V$ gives the constraint equations

$$
\Phi=\left[\begin{array}{l}
+  \tag{3,3}\\
g \\
k
\end{array}\right]=0 ;
$$

varying with respect to $g, A, \pi$ ，and $\eta$ gives the evolu－ tion equations．Let a prime stand for the functional de－ rivative with respect to $g, A, \pi$ ，and $\eta$ ，and let $(h, b, \rho, \theta)$ be a variation in $(g, A, \pi, \eta)$ 。 $(h, b, \rho, \theta) \in$ domain of $\Phi^{\prime}$ ，

$$
\Phi^{\prime}:\left(\varsigma^{2}, \Lambda^{1} \otimes g, S^{2 *},\left(\Lambda^{1} \otimes g\right)^{*}\right) \rightarrow\left(\Lambda^{0 *}, \chi^{*},\left(\left(\Lambda^{0} \times g\right)^{\circ}\right)^{*}\right),
$$

## where

$S^{2}=\{$ smooth symmetric covariant 2 tensors on $M\}$,
$\Lambda^{k}=\{$ smooth $k$ forms on $M\}$ ，
$\Lambda^{k} \otimes g=\{$ smooth tensorial $g$－valued $k$ forms on $M\}$ ，
$\chi=\{$ smooth vector fields on $M\}$ ，
$\left(\Lambda^{0} \otimes \mathfrak{g}\right)^{-}=$quotient of $\Lambda^{0} \otimes g$ by the constant functions with values in the center of $g$ ，
$S^{2 *}=\{$ smooth symmetric contravariant 2 tensor densities on $M$ ，

$$
\Lambda^{0 *}=\{\text { smooth scalar densities on } M\},
$$

$\left(\Lambda^{1} \otimes g\right)^{*}=\left\{\right.$ smooth tensorial $\mathfrak{g}^{*}$－valued vector densi－ ties on $M\}$ ，

$$
\chi^{*}=\{\text { smooth } 1 \text { form densities on } M\}
$$

and
$\left(\left(\Lambda^{0} \otimes \mathfrak{g}\right)^{-}\right)^{*}=\{$ smooth doubly covariant divergences on $M\}$ ，

$$
=\text { image of } * D^{*}=\hat{\nabla} \cdot:\left(\Lambda^{1} \otimes \mathfrak{g}\right)^{*} \rightarrow\left(\Lambda^{0} \otimes g\right)^{*} .
$$

「＊indicates the natural $L_{2}$ dual，usually formed by raising or lowering each index by $g$ or $\gamma$ and considering tensor densities instead of tensors．For $\left(\Lambda^{0} \otimes g\right)^{2}$ ， observe the following．Let $g_{1}=$ center of $g$ and let $g_{2}$ be its $\gamma$－orthogonal complement．Suppose that a basis $\left\{X_{a}\right\}_{a=1}^{n}$ for $g$ has been chosen so that $X_{1}, \ldots, X_{n}$ spans $g_{1}$ and $X_{n_{1}+1}, \ldots, X_{n}$ spans $g_{2}$ ．Now $K_{a}=\eta_{a \mid j}^{j}+C_{a b}^{d} A_{j}^{b} \eta_{c}^{j}$ $=\eta_{a \mid j}^{j}$ for $a \leqslant n_{1}$ ．Let $V \in \Lambda^{0} \otimes g, V=V_{1}+V_{2}$ ，where $V_{i}$ takes values in $\mathfrak{g}_{\mathfrak{i}}$ ．Consider $\int_{m} V_{K}$ ．The constant part of $V_{1}$ does not contribute to the integral，because it is in－ tegrated against a pure divergence．Thus $V \in\left(\Lambda^{0} \otimes g\right)^{\sim}$ is the natural dual to $K$ ．$]$ Note that as usual the perturba－ tion $b$ of a connection $A$ is tensorial even though $A$ itself is only psuedotensorial．

$$
\begin{align*}
\left(\int L\right)^{\prime}(h, b, \rho, \theta)= & \int\left\{-\pi_{0} h-\eta_{, 0} b+\rho g, 0+\theta A, 0\right. \\
& \left.-(N, X, V) \Phi^{\prime}(h, b, \rho, \theta)\right\} \\
= & \int\left\{\left(-\pi_{, 0},-\eta_{, 0}, g_{0}, A, 0\right)(h, b, \rho, \theta)\right. \\
& \left.-\Phi^{\prime *}(N, X, V)(h, b, \rho, \theta)\right\}, \tag{3.4}
\end{align*}
$$

where $\Phi^{\prime *}$ is the formal $L_{2}$ adjoint of $\Phi^{\prime}$ ．From（3。4）
it is immediate that the evolution equations have the form

$$
\frac{\partial}{\partial t}\left[\begin{array}{l}
g  \tag{3.5}\\
A \\
\pi \\
\eta
\end{array}\right]=J^{\circ} \Phi^{\prime *}\left[\begin{array}{l}
N \\
X \\
V
\end{array}\right],
$$

where $J$ is the antisymmetric matrix

$$
\left[\begin{array}{cc}
0 & \mathrm{Id} \\
-\mathrm{Id} & 0
\end{array}\right], \quad \mathrm{Id}=\text { identity }
$$

Note that the left－hand side of $(3,5)$ is in the domain of $\Phi^{\prime}$ ，while the image of $\Phi^{\prime *}$ is in the dual space to this； the rotation $J$ matches the two sides of $(3,5)$ correctly． We remark that（ 3.5 ）is in Hamiltonian form and that $J$ is the symplectic form for this Hamiltonian system； the symplectic manifold is the＂$L_{2}$ cotangent bundle＂ of the space of（ $g, A$ ）＇s；see Ref．14，sec． 2 for a discussion of this symplectic structure in the case of vacuum spacetimes，and Ref． 16 for a general discus－ sion of evolution equations having the form of（3，5）．

## B．Computations

We now state the derivatives $\Phi^{\prime}=\left(H^{\prime}, g^{\prime}, k^{\prime}\right)$ and their adjoints and the evolution equations（ 3.5 ）in detail．
See Ref． 14 and references therein for more detailed calculations．

$$
\begin{align*}
\operatorname{Ai}^{\prime}(h, b, \rho, \theta)= & \left(\left\{-\pi_{k}^{k} \pi^{i j}+2 \pi^{i k} \pi_{k}^{j}+\frac{1}{2}\left(\eta_{a}^{i} \eta^{a j}+\beta_{a}^{i} \beta^{a j}\right)\right\} h_{i j}\right. \\
& \left.+\left\{\frac{1}{4}\left(\pi_{j}^{j}\right)^{2}-\frac{1}{2} \pi^{i j} \pi_{i j}-\frac{1}{4}\left(\eta_{a}^{i} \eta_{i}^{a}+\beta_{a}^{i} \beta_{i}^{a}\right)\right\} h_{k}^{k}\right) g^{-1 / 2} \\
& +\left\{-\frac{1}{2}\left(h_{j}^{j}\right) R+\left.\left(h_{k}^{k}\right)\right|_{j} ^{j}-h_{i j}^{1 i j}+R^{i j} h_{i j}\right\} g^{1 / 2} \\
& +[i j k]\left(b_{k \mid j}^{a}+C_{b c}^{a} A_{j}^{b} b_{k}^{c}\right) \beta_{a j} g^{-1 / 2} \\
& +\left(-\rho_{k}^{k} \pi_{j}^{j}+2 \pi^{i j} \rho_{i j}\right) g^{-1 / 2}+\theta_{a}^{i} \eta_{i}^{a} g^{-1 / 2},  \tag{3.6}\\
y_{i}(h, b, \rho, \theta)= & -2 \pi_{1 j}^{k j} h_{i k}-2 \pi^{j k}\left(h_{i j \mid k}-\frac{1}{2} h_{j k \mid i}\right) \\
& +\eta_{a}^{j}\left\{b_{j \mid i}^{a}-b_{i \mid j}^{a}+C_{b c}^{a}\left(A_{i}^{b} b_{j}^{c}+b_{i}^{b} A_{j}^{c}\right)\right\}-2 \rho_{i \mid j}^{j} \\
& +\theta_{a}^{j}\left(A_{j \mid i}^{a}-A_{i \mid j}^{a}+C_{b c}^{a} A_{i}^{b} A_{j}^{c}\right), \\
K_{a}^{\prime}(h, b, \rho, \theta)= & C_{a b}^{c} \eta_{c}^{j} b_{j}^{b}+\theta_{a \mid j}^{j}+C_{a b}^{c} \theta_{c}^{j} A_{j 。}^{b} \tag{3.7}
\end{align*}
$$

Letting $\Phi_{g}^{\prime}$ be the derivative of $\Phi$ with respect to $g$ ，etc．，

$$
\begin{align*}
& \Phi_{g}^{\prime *}(N, X, V)=H_{g}^{\prime *} N+\eta_{8}^{\prime *} X+k_{g}^{\prime *} V \\
& =\left(-\pi_{k}^{k} \pi^{i j}+2 \pi^{i k} \pi_{k}^{j}+\frac{1}{2}\left(\eta_{a}^{i} \eta^{a j}+\beta_{a}^{i} \beta^{a j}\right)\right. \\
& \left.+\left\{\frac{1}{i}\left(\pi_{k}^{k}\right)^{2}-\frac{1}{4} \pi^{k m} \pi_{k m}-\frac{1}{4}\left(\eta_{a}^{k} \eta_{k}^{a}+\beta_{a}^{k} \beta_{k}^{a}\right)\right\} g^{i j}\right) g^{-1 / 2} N \\
& -\left\{\left(\frac{1}{2} N R-V_{k}^{\mid k}\right) g^{i j}-V R^{i j}+V^{i i j}\right\} g^{1 / 2} \\
& +X_{1 k}^{i} \pi^{k j}+X_{1 k}^{j} \pi^{i k}-X^{k} \pi_{k}^{i j}-X_{1 k}^{k} \pi^{i j},  \tag{3.9}\\
& \Phi_{A}^{\prime *}(N, X, V)=H_{A}^{\prime *} N+y_{A}^{\prime} * X+K_{A}^{\prime} * V \\
& =[i j k]\left\{\left(N \bar{B}_{a k}\right)_{1 j}+C_{a b_{c}} \cdot \bar{B}_{k}^{c} A_{j}^{b}\right\}-X^{j} \eta_{a i j}^{i}-X_{i j}^{j} \eta_{a}^{i} \\
& +X_{i j}^{i} \eta_{a}^{j}+X^{i}\left(n_{a j}^{j}+C_{a b}^{c} A_{j}^{b} \eta_{c}^{j}\right)-X^{j} C_{a b}^{c} A_{j}^{b} \eta_{c}^{i}+C_{c a}^{b} \eta_{b}^{i} V^{c}, \tag{3,10}
\end{align*}
$$

where $C_{a b c}=\gamma_{a d} C_{b c}^{a}=C_{t a b c]}$ ，because $\gamma$ is adjoint invariant．

$$
\begin{align*}
\Phi_{i}^{\prime *}(N, X, V)= & \left(2 \bar{\pi}_{i j}-\bar{\pi}_{k}^{k} g_{i j}\right) V+X_{i \mid j}+X_{j \mid i},  \tag{3.11}\\
\Phi_{\eta}^{\prime *}(N, X, V)= & \sqrt{\eta_{i}^{a}}+X^{j}\left(A_{i \mid j}^{a}-A_{j \mid i}^{a}+C_{b c}^{a} A_{j}^{b} A_{i}^{c}\right)  \tag{3.12}\\
& -V_{i}^{a}-C_{b c}^{a} A_{i}^{b} V^{c} .
\end{align*}
$$

Applying $J$ and switching to invariant notation，we obtain the evolution equations：

$$
\begin{align*}
g_{0}= & N\{2 \bar{\pi}-(\operatorname{tr} \bar{\pi}) g\}+L_{x} g,  \tag{3,13}\\
A_{, 0}= & N_{\eta}+F(X,)-D V,  \tag{3,14}\\
\pi_{0}= & N\left\{(\operatorname{tr} \bar{\pi}) \pi-2 \pi \cdot \pi-\frac{1}{2}\left(\bar{\eta} \hat{\imath} \eta+\bar{\beta}^{\wedge} \beta\right)\right. \\
& \left.+\left(\left\{-\frac{1}{4}(\operatorname{tr} \bar{\pi})^{2}+\frac{1}{2} \bar{\pi} \cdot \bar{\pi}+\frac{1}{4}\left(\bar{\epsilon}^{2}+\bar{\beta}^{2}\right)+\frac{1}{2} R\right\} g^{\#}-\text { Ric }\right) \mu\right\} \\
& +\left\{(\Delta N) g^{\#}+\operatorname{Hess} N\right\} \mu+L_{x} \pi, \tag{3.15}
\end{align*}
$$

where Ric is the Ricci curvature，$\Delta$ is the Laplace－ deRham operator，$\Delta N=-N \mid i$, Hess $N=N^{i j j}, g^{\#}=g^{i j}$ ， and

$$
\begin{equation*}
\eta, 0=-\hat{\nabla} \times(N \hat{\beta})+L_{x} \eta+[A(X), \eta]-(\hat{\nabla} \circ \eta) X-[\eta, V], \tag{3.16}
\end{equation*}
$$

where $\hat{\nabla} \times$ is the doubly covariant curl［cf．first term in （ 3.10 ）；$\hat{\nabla} \times$ can also be written $* D]$ ．These equations are coordinate and gauge covariant．A computation shows that $F(X)=,L_{X} A-D(A(X))$ is the＂gauge covariant Lie derivative of $A, " i^{*}$（Lie derivative of $\omega$ with respect to the horizontal lift of $X$ ）．Similarly $L_{x} \eta+[A(X), \eta]$ is the ＂gauge covariant Lie derivative of $\eta$ ，＂$i *[$ Lie derivative of $\Omega(\text { ，lift of } Z \text { ）with respect to the horizontal lift of } X]_{\text {。 }}$

For the Yang－Mills field alone，uncoupled to gravity， the constraint on the initial data is

$$
K(A, \eta) \stackrel{\text { det }}{=} K(g, A, \pi, \eta)=0
$$

where $g$ and $\pi$ are induced by the given background spacetime．The evolution equations are given by（3．14） and（3．16）．

## C．The nonlinear problem

We are now ready to state precisely the sense in which the Yang－Mills and Einstein－Yang－Mills sys－ tems are well－posed Cauchy problems．These proposi－ tions，and the linearized versions which follow，are stated for Sobolev spaces $W^{s}$ defined using $L_{2}$ norms as in Ref．9，Chap． 7.

Proposition 1A：Suppose $A \in W^{4+r}(M)$ and $\eta \in W^{3+r}(M)$ ， $r \geqslant 0$ ，satisfy the constraint $K(A, \eta)=0$ ．Then there is a gauge field ${ }^{4} A$ satisfying the Yang－Mills field equations on ${ }^{4} S$ that induces $A$ and $\eta$ on $M .{ }^{4} A \in W^{4+r}(U)$ for every relatively compact $U \subset{ }^{4} S$［by abuse of notation we write this $\left.{ }^{4} A \in W^{4+r}\left({ }^{4} S\right)\right]$ ，depends continuously on the given initial data $(A, \eta)$ ，and is unique up to gauge transformation．
Proposition 1 $B$ ：Suppose $g$ and $A \in W^{4+r}(M)$ and $\pi$ and $\eta \in W^{3+r}(M), r \geqslant 0$ ，satisfy the constraint equations $\Phi(g, A, \pi, \eta)=0$ 。 Then there exists a maximal spacetime ${ }^{4} S$ with metric ${ }^{4} g$ and gauge field ${ }^{4} A$ satisfying the Einstein－Yang－Mills system and an embedding $e: M \rightarrow{ }^{4} S$ such that ${ }^{4} g$ and ${ }^{4} A$ induce the initial data （ $g, A, \pi, \eta$ ）on $M,{ }^{4} g$ and ${ }^{4} A \in W^{4+r}\left({ }^{4} S\right)$（notation as in Proposition 1A）and depend continuously on the given initial data．$\left({ }^{4} S,{ }^{4} g,{ }^{4} A\right)$ is unique in the sense that any two such developments（ ${ }^{4} S,{ }^{4} g,{ }^{4} A$ ）and（ ${ }^{4} \widetilde{S},{ }^{4} \tilde{g},{ }^{4} \widetilde{A}$ ）can be transformed into each other by a simultaneous coordi－ nate and gauge transformation．That is，suppose $P$ and $\widetilde{P}$ are the $G$－bundles with projections $\tau$ and $\tilde{\tau}$ to ${ }^{4} S$ and ${ }^{4} \widetilde{S}$ and connections $\omega$ and $\widetilde{\omega}$ that give rise to ${ }^{4} A$ and ${ }^{4} \tilde{A}$ ． Then there is a bundle isomorphism $\Psi_{0}^{*} P \rightarrow \widetilde{P}$ such that $\tilde{\tau}^{\circ} \Psi^{\circ} i^{\circ} e=\tilde{e}: M \rightarrow{ }^{4} \tilde{S}$ for any section $i: e(M) \rightarrow P, \Psi^{*} \tilde{\tau} *^{*} \tilde{g}$ $=\tau^{* 4} g$ ，and $\Psi^{*} \widetilde{\omega}=\omega$（equivalently $\Psi^{*} \widetilde{\tau}^{* 4} \tilde{A}=\tau^{* 4} A$ ）．

It is probably possible to reduce the required degree
of differentiability by one（ $i_{0} e_{0}$ ，replace $W^{4+r}$ and $W^{3+r}$ by $W^{3+r}$ and $W^{2+r}$ ，respectively）；cf．Ref． 17 for treat－ ment of the vacuum case．

The proof of these propositions is a generalization of the work of Choquet－Bruhat on the Cauchy problem for gravitational and electromagnetic fields；see，$e_{0} g_{0}$ ， Ref．9，Chap． 7 or Ref．18．The Yang－Mills field equations are a quasilinear second－order hyperbolic system．In a generalized＂Lorentz gauge，＂the principal part of the system decouples to give $n$ copies of the principal part of Maxwell＇s equations，the existence argument for Maxwell fields and Maxwell fields coupled to gravity generalizes to Yang－Mills fields，and we have existence and uniqueness in Lorentz gauge（and harmonic coordinates）．

By considering first other Yang－Mills gauges and then other coordinates，one can show that there is a unique gauge and coordinate transformation from any solution to the unique solution in Lorentz gauge and harmonic coordinates．If the bundle $P$ is nontrivial （ $\mathrm{i}_{\mathrm{o}} \mathrm{e}_{\mathrm{o}}$ ，if ${ }^{4} A$ can not be def ined globally），the argument becomes somewhat involved，but uses no new ideas； see Ref． 19 for details．

The continuous dependence on initial conditions and maximality follow as usual。（See Ref．9，Chap．7．）

The following remarks show that Proposition 1 im－ plies that the Hamiltonian evolution equations（3，5）have unique solutions for every choice of $N, X$ ，and $V$ with ${ }^{4} X=N Z+X$ timelike．First note that given a solution $\left({ }^{4}\right.$ S，$\left.{ }^{4} g,{ }^{4} A\right)$ to the Einstein－Yang－Mills system，the degenerate variables $N, X$ ，and $V$ determine ${ }^{4} g_{0 \mu}$ and ${ }^{4} A_{0}^{a}$ ，and thus determine the＂timelike curves in $P$＂ through $Q=(P$ restricted to $M)$ 。When $N=1$ and $X=0$ ， these project to unit speed geodesics in ${ }^{4} S$ normal to $M$ ； when $V=0$ ，the curves in $P$ are horizontal with respect to the connection $\omega$ ．Any $N, X$ ，and $V$ given on $\mathbf{R} \times M$ define a bundle map from $\mathbf{R} \times Q$ into $P$ by picking out the timelike curves that should be the image of the curves $\mathbb{R} \times p, b \in Q$ ；the pulloack of the metric and con－ nection on $P$ to $\mathbb{R} \times Q$ gives a solution to（3．5）which is clearly unique．

## D．The linearized problem

We shall also need a similar result for the linearized equations．This is essentially a corollary of the proof of Proposition 1，which involves solving the linearized equations and then using an iteration argument to get the nonlinear result．However，there is a minor com－ plication involving change of variables．In the proof，the equations are linearized with respect to the Lagrangian variables ${ }^{4} g$ and ${ }^{4} A$ ；we need a result for linearization with respect to the Hamiltonian variables $g, A, \pi, \eta$ and the degenerate variables $N, X$ ，and $V$ ．Lineariza－ tion（and linearization stability）depend on which vari－ ables are linearized．For example，the nonlinear equation

$$
F\left(x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2}
$$

is not linearization stable at the origin，because its linearization

$$
2 x_{1} h_{1}+2 x_{2} h_{2}=0 h_{1}+0 h_{2}=0
$$

is trivial there．If we let $y_{i}=x_{i}^{2}$ ，then the original equation is already linear：$y_{4}+y_{2}=0$ ．Clearly the prob－ lem here is a singular change of variables．If there is a nonsingular change of variables，linearizing with re－ spect to one set of variables is equivalent to linearizing with respect to the other．For suppose $x=f(y), y=g(x)$ ， $f \circ g=$ identity $=g \circ f$ ．Then linearization of $F(x)=0$ is equivalent to linearization of $G(y) \stackrel{\text { doo }}{=} F(f(y))=0$ because $h$ solves $F^{\prime}(x) \cdot h=0$ if and only if $k \stackrel{\text { dof }}{=} g^{\prime}(x) \cdot h$ solves $G^{\prime}(y) \cdot k=0: G^{\prime}(y) \circ k=F^{\prime}(f(y)) \cdot f^{\prime}(y) \cdot g^{\prime}(x) \circ h=F^{\prime}(x)$ $\cdot($ identity $) \cdot h=F^{\prime}(x) \cdot h$ 。The variables $g, A, \pi, \eta, N$ ， $X$ ，and $V$ are uniquely and differentiably def ined by the variables ${ }^{4} g$ and ${ }^{4} A$（and their derivatives），and vice versa，so that the linearized theorem for the Lagranian variables which falls naturally out of the proof of Pro－ position 1 is equivalent to a result for the linearized Hamiltonian equations，

$$
\frac{\partial}{\partial t}\left[\begin{array}{c}
h  \tag{3,17}\\
b \\
\rho \\
\theta
\end{array}\right]=J \circ \Phi \prime *\left[\begin{array}{c}
L \\
Y \\
W
\end{array}\right]+J \circ \Phi \prime * \prime\left[\begin{array}{c}
N \\
X \\
V
\end{array}\right]\left[\begin{array}{c}
h \\
b \\
\rho \\
\theta
\end{array}\right] ;
$$

both results are combined in Proposition 2 below．Here （ $L, Y, W$ ）is a linear perturbation of（ $N, X, V$ ），so $L \in \Lambda^{\circ}$ ， $X \in X$ ，and $W \in \Lambda^{\circ} \otimes g$ 。

For initial data for the linearized theorem，we have （ $h, b, \rho, \theta$ ）on $M$ satisfying the linearized constraint．

$$
\begin{equation*}
\Phi^{\prime}(h, b, \rho, \theta)=0 \tag{3.18}
\end{equation*}
$$

To construct initial data for the Lagrangian version of the results，we need in addition to specify（ $L, Y, W$ ）and their first derivatives on $M$ 。From these we define ${ }^{4} h$ and ${ }^{4} b$ on $M$ by：

$$
\begin{align*}
& { }^{4} h_{i j}=h_{i j} \\
& { }^{4} h_{0 i}=h_{i j} X^{j}+Y_{i} \\
& { }^{4} h_{00}=-2 N L+2 X_{i} Y^{i}+h_{i j} X^{i} X^{j}  \tag{3,19}\\
& { }^{4} b_{i}^{a}=b_{i}^{a} \\
& { }^{4} b_{0}^{a}=-W^{a}{ }^{a}
\end{align*}
$$

The background metric and potential $\left({ }^{4} g,{ }^{4} A\right)$ determine （ $N, X, V$ ）everywhere。Using（3．17）we find $h_{i f, 0}$ and $b_{i, 0}^{a}$ on $M$ ；we now know the first derivatives of $h, b, N$ ， $X, L, Y$ ，and $W$ on $M$ ，so by differentiating（ 3.19 ）we can determine ${ }^{4} h_{\mu \nu, 0}$ and ${ }^{4} b_{\mu, 0}^{a}$ on $M_{\text {。 }}$

Proposition 2A；Suppose ${ }^{4} A$ is a solution of the Yang－ Mills field equations on ${ }^{4} S$ and we have initial data $b, \theta$ ， and $W$ on $M$ for the linearized system as described above．Then there is a solution ${ }^{4} b$ to the linearized （Lagrangian）field equations with the given initial data， and any two such solutions differ by a linearized gauge transformation．［See $(3,20)$ below．］Equivalently，for each choice of gauge $V$ and linearized gauge $W$ ，the linearized Yang－Mills evolution equations［ $(3,17)$ with $h, \rho, L$ ，and $Y$ set $=0]$ have a unique solution $(b, \theta)$ 。

Proposition 2R：Suppose $\left({ }^{4} g,{ }^{4} A\right)$ is a solution of the coupled Einstein－Yang－Mills system on ${ }^{4} S$ ，and we have initial data on $M$ for the linearized system as described above．Then there is a solution $\left({ }^{4} h,{ }^{4} b\right)$ on ${ }^{4} S$ to the linearized（Lagrangian）field equations with the given initial data．Any two such solutions differ from
each other by a linearized coordinate and gauge transformation：

$$
\begin{align*}
& { }^{4} \tilde{h}-{ }^{4} h=L_{4 \tilde{Y}}{ }^{4} g, \\
& \left.{ }^{4} \tilde{b}-{ }^{4} b=L_{4 \tilde{Y}}{ }^{4} A-D\left({ }^{(\tilde{Y}}\right)\right)-D^{4} \tilde{W}=F\left({ }^{4} \tilde{Y},\right)-D^{4} \tilde{W} \tag{3.20}
\end{align*}
$$

with ${ }^{4} \tilde{Y}_{\mu},{ }^{4} \tilde{Y}_{\mu ; 0},{ }^{4} \tilde{W}$ ，and ${ }^{4} \tilde{W}_{v 0}$ all zero on $M_{0}$ Equivalent－ ly，for each choice of（gravity and Yang－Mills）gauge （ $N, X, V$ ）and linearized gauge（ $L, Y, W$ ）on ${ }^{4} S=\mathbb{R} \times M$ ， the linearized equations $(3,17)$ have a unique solution $(h, b, \rho, \theta)$ 。

Remark：The linearized coordinate and gauge trans－ formation can be interpreted as Lie derivatives on the bundle P：$L_{4 \tilde{Y}}{ }^{4} g=i^{*}\left(L_{\tilde{Y}} \tau^{* 4} g\right)$ and $L_{4 \tilde{Y}}{ }^{4} A-D\left({ }^{4} A\left({ }^{4} Y\right)+{ }^{4} W\right)$ $=i^{*}\left(L_{m \tilde{Y}} \omega\right)$ ，where ${ }^{m} \tilde{Y}=$ the horizontal lift of ${ }^{4} \widetilde{Y}-$（gen－ erator of the $G$ action on $P$ corresponding to ${ }^{4} \tilde{W}$ ）。 $\mathrm{Cf}_{\text {。 }}$ proof of Theorem 2 in Sec 。IV。

Proof；We give the proof of 2 B ；2A follows by setting the perturbations of the metric to zero throughout．

It suffices to consider the case where（ ${ }^{4} g,{ }^{4} A$ ）are in harmonic coordinates and Lorentz gauge，as the other cases follow by a change of coordinates on the bundle $P$ 。Thus，throughout the proof，$(N, X, V)$ in（3．17）are fixed．By the details of the proof of Proposition 1 （given in，e．g．，Ref．9），there exists a unique solution （ ${ }^{4} h,{ }^{4} b$ ）to the linearized equations satisfying given linearized coordinate and gauge conditions．Now as in Ref．14，sec．4，we can decompose any symmetric 2 tensor ${ }^{4} h$ on ${ }^{4} S$ uniquely as

$$
\begin{equation*}
{ }^{4} h_{\mu \nu}={ }^{4} \hat{h}_{\mu \nu}+L_{4}{ }^{4}{ }^{4} g_{\mu \nu} \tag{3,21}
\end{equation*}
$$

with ${ }^{4} \hat{Y}_{\mu}$ and ${ }^{4} \hat{Y}_{\mu ; 0}$ equal to zero on $M$ and $\left({ }^{4} \hat{h}_{\mu}{ }^{\alpha}\right.$ $\left.-{ }^{4} \hat{h}_{B}^{\beta}{ }^{4} g_{\mu}{ }_{\mu}^{\alpha}\right)_{; \alpha}=0$ 。 Similarly，given ${ }^{4} \hat{Y}$ ，any $g$－valued 1 form ${ }^{4} b$ can be uniquely decomposed as

$$
\begin{equation*}
{ }^{4} b_{\mu}^{a}={ }^{4} \hat{b}_{\mu}^{a}+L_{4}{ }_{\hat{Y}}^{4} A_{\mu}^{a}-D_{\mu}\left({ }^{4} A\left({ }^{4} \hat{Y}\right)+{ }^{4} \hat{W}\right) \tag{3,22}
\end{equation*}
$$

where ${ }^{4} \hat{W}$ and ${ }^{4} \hat{W}, 0$ are zero on $M$ and $\hat{\nabla} \cdot{ }^{4} \hat{b}={ }^{4} b_{\alpha}^{a ; \alpha}$ $+C_{b c}^{a}{ }^{4} A_{\alpha}^{b 4} \hat{b}^{c \alpha}=0\left[\right.$ since ${ }^{4} \hat{W}$ satisfies an equation of the form（7．20），p．237，Ref．9］．For any ${ }^{4} \hat{Y}$ and ${ }^{4} \hat{W}$ ，the quantities $L_{4} \hat{Y}{ }^{4} g$ and $L_{4}{ }_{\hat{Y}}^{4} A-D\left({ }^{4} A\left({ }^{4} Y\right)+{ }^{4} \hat{W}\right)$ ，which are simply the derivatives of ${ }^{4} g$ and ${ }^{4} A$ under a simultaneous coordinate and Yang－Mills gauge transformation（ $\mathrm{i}_{\mathrm{o}} \mathrm{e}_{\mathrm{o}}$ ， a coordinate change on the bundle），will solve the linearized equations．Thus，if $\left({ }^{4} h,,^{4} b\right)$ is a solution to the linearized equations，by linearity（ $4 \hat{h},{ }^{4} \hat{b}$ ）will also be a solution。But $\left({ }^{4} \hat{h},{ }^{4} \hat{b}\right)$ satisfy linearized harmonic coordinate and Lorentz gauge conditions，and so must be the unique solution given by the linearized result in the proof of Proposition 1．Let $\left({ }^{4} \hat{,},{ }^{4} \hat{b}\right)$ be that unique solution；then $\left({ }^{4} h,{ }^{4} b\right)$ as in（3．21）and（3，22），for all possible ${ }^{4} \hat{Y}$＇s and ${ }^{4} \hat{W}$＇s with ${ }^{4} \hat{Y}_{\mu},{ }^{4} \hat{Y}_{\mu ; 0}{ }^{4} \hat{W}$ ，and ${ }^{4} \hat{W}_{0}$ equal to zero on $M$ ，give all the possible solutions to the linearized equations．This completes the proof of the＂Lagrangian half＂of the theorem。

By the remarks before the theorem on the equivalence of linearizing the Lagrangian and Hamiltonian equa－ tions，any solution（ ${ }^{4} h,{ }^{4} b$ ）to the linearized Lagrangian equations gives rise to（ $h, b, \rho, \theta$ ）and（ $L, Y, W$ ）（as functions of $t$ ）solving（3．17）．To complete the proof of the theorem，we need to show that we can specify $(L, Y, W)$ arbitrarily and still get a unique（ $h, b, \rho, \theta$ ）。 It will suffice to prove the following lemma．

Lemma：The choice of linearized gauge（ $L, Y, W$ ）is equivalent to the choice of（ $\left.{ }^{4} \hat{Y},{ }^{4} \hat{W}^{\prime}\right)$ in（3，21）and（3，22）； that is，for every choice of（ $L, Y, W$ ）on $\mathbb{R} \times M={ }^{4} S$ ， there is a unique ${ }^{4} \hat{Y}$ and ${ }^{4} \hat{W}$ on ${ }^{4} S$ so that（ 3.19 ）holds for（ ${ }^{4} h,{ }^{4} b$ ）as in（ 3,21 ）and（3．22）．

Proof：Suppose the solution（ ${ }^{4} \hat{h},{ }^{4} \hat{b}$ ）is known and $(L, Y, W)$ is given．Using（3．21）to eliminate ${ }^{4} h$ in （3．19），we find that
${ }^{4} \hat{h}_{0 i}+L_{4 \hat{Y}}{ }^{4} g_{0 i}=\left({ }^{4} \hat{h}_{i j}+L_{4 \hat{Y}}{ }^{4} g_{i j}\right) X^{j}+Y_{i}$
and

$$
\begin{aligned}
{ }^{4} \hat{h}_{00}+L_{4 \hat{Y}}{ }^{4} g_{00} & =-2 N L+X_{i} Y^{i}+\cdot\left({ }^{4} \hat{h}_{i j}+L_{4} \hat{Y}^{4} g_{i j}\right) X^{i} X^{j} \\
& =-2 N L+X_{i} Y^{i}+\left({ }^{4} \hat{h}_{0 i}+L_{4} \hat{Y}^{4} g_{0 i}\right) X^{i} .
\end{aligned}
$$

We can rewrite this as

$$
\begin{aligned}
& L_{4} \hat{Y}^{4} g_{0 \mu}-\left(L_{4} \hat{Y}^{4} g_{j \mu}\right) X^{j} \\
& \quad= \begin{cases}-2 N L+X_{i} Y^{i}+4 \hat{h}_{0 i} X^{i}-{ }^{4} \hat{h}_{00} & \text { for } \mu=0 \\
Y_{i}+{ }^{4} \hat{h}_{i j} X^{j}-{ }^{4} \hat{h}_{0 i} & \text { for } \mu=i 。\end{cases}
\end{aligned}
$$

Change coordinates so that $\partial / \partial x^{0} \rightarrow \partial / \partial x^{0}-X$ ；then the equations become

This is a first－order linear hyperbolic system with the $x^{0}$ coordinate curves as multiple characteristics，and has a unique solution ${ }^{4} \hat{Y}$ def ined for all time．

Now consider the equation for ${ }^{4} \hat{W}$ obtained by using （3．22）to eliminate ${ }^{4} b$ in（3．19）：${ }^{4} \hat{b}_{0}+L_{4}{ }_{4}^{4} A_{0}-D_{0}\left({ }^{4} A\left({ }^{4} Y\right)\right.$ $\left.+{ }^{4} \hat{W}\right)=-W$ ．This first－order linear hyperbolic system with multiple characteristic tangent to $\partial / \partial x^{0}$ also has a unique solution＂$\hat{V}^{\prime}$ for all time．Thus given an arbitrary （ $L, Y, W$ ），we can produce the unique desire ${ }^{4} \hat{Y}$ and ${ }^{4} \hat{W}$ 。

From Propositions 1 and 2 we can conclude，just as in Theorem 5.4 in Ref．14，the following；

Proposition 3：The Yang－Mills or Einstein－Yang－ Mills equations are linearization stable at ${ }^{4} A$ or $\left({ }^{4} g,{ }^{4} A\right)$ if and only if the corresponding constraint equations are linearization stable at $(A, \eta)$ or（ $g, A, \pi, \eta$ ）．

## IV．PROOF OF THE MAIN RESULTS

We first show that the stated conditions are sufficient for linearization stability，and then show that some are also necessary．To show sufficiency，we use the implic－ it function theorem（IFT）：

IFT：Suppose $X$ and $Y$ are Banach spaces and $\Phi_{:} X \rightarrow Y$ is a $C^{r}$ map，$r \geqslant 1, \Phi\left(x_{0}\right)=y_{0}$ ， $\operatorname{ker} \bar{\Phi}^{\prime}\left(x_{0}\right)$ splits $\left[i_{0} \mathrm{e}_{0}\right.$ ， has a closed complement $X_{1}$ so $\left.X=\operatorname{ker}^{\prime}\left(x_{0}\right) \oplus X_{1}\right]$ ，and $\Phi^{\prime}\left(x_{0}\right)$ is surjective．Then $\left\{x_{0}: \Phi(x)=y_{0}\right\}$ is a $C^{r}$ manifold near $x_{0}$ with tangent space $\operatorname{ker} \Phi^{\prime}\left(x_{0}\right)=\left\{k: \Phi^{\prime}\left(x_{0}\right) \cdot k=0\right\}$ at $x_{0}$ 。

Comparing the conclusion of this theorem to the definition of linearization stability shows that the hypotheses of the IFT give sufficient conditions for linearization stability of $\Phi=y_{0}$ at $x_{0}$ 。

The key to the application of the IFT to the Yang－

Mills and Einstein－Yang－Mills systems is the fact that the adjoint operators $k^{\prime *}$ and $\Phi^{\prime *}$ def ined in Sec． $\mathrm{II}^{\prime}$ are elliptic．There are several reasons for this．The applies to Banach spaces，so we must use Sobolev spaces in the proof of the theorems．（Specifically，we use $W^{\text {s }}$ spaces with $s$ sufficiently large to make $k$ and $\Phi C^{r}$ maps and take care of other technical details；cf． discussion of such details in Ref．14，Sec．1，and Ref．19。）The ellipticity of $K^{\prime *}$ and $\Phi^{\prime *}$ gives a regular－ ity lemma that allows generalization of the results to $C^{\infty}$ spaces．The technical condition in the IFT－that ker ${ }^{\prime \prime}$ splits－follows immediately from the fact that $\Phi^{\prime *}$（or $k^{\prime *}$ ）is elliptic．Finally，the ellipticity of $\Phi^{\prime *}$ implies that $Y=\operatorname{ker} \Phi^{\prime *} \oplus \cdot \operatorname{Im} \Phi^{\prime}$ ，so $K^{\prime}$ or $\Phi^{\prime}$ is surjective if and only if its adjoint is injective．

Thus conditions under which the adjoint operators are elliptic and injective are sufficient for linearization stability．To show necessity，we will show that linear－ ization stability is inconsistent with a nontrivial kernel for the adjoint operator．

## A．The adjoint operators are elliptic

We first consider the coupled case。 $\Phi^{\prime *}$ is a linear partial differential operator

$$
\begin{aligned}
& \left.\Phi^{\prime *}:\left(\Lambda^{0}, \chi,\left(\Lambda^{0} \otimes \mathfrak{g}\right)\right)^{\sim}\right)\left(S^{2 *},\left(\Lambda^{1} \otimes \mathfrak{g}\right)^{*}, S^{2}, \Lambda^{1} \otimes g\right) \\
& \left(V, X^{i}, V^{a}\right) \mapsto\left(\rho^{i j}, \theta_{a}^{i}, h_{i j}, h_{i}^{a}\right)_{o}
\end{aligned}
$$

It is elliptic in the sense of Douglis and Nirenberg as extended by Hormander．${ }^{20}$ Let $\Phi^{\prime *}{ }_{i j}$ represent the opera－ tor $\Phi^{\prime *}$ restricted to the $j$ th＂component bundle＂of its domain and projected on the $i$ th＂component bundle＂ of its codomain，$j=1,2,3, i=1,2,3,4$ 。 Douglas and Nirenberg introduced the idea of weights $s_{i}$ and $t_{j}$ such that the order of $\Phi^{\prime *}{ }_{i j}$ is less than or equal to $l_{j}-s_{i}$ The principal part of $\Phi^{\prime *}{ }_{i j}$ is defined to be the part of $\Phi{ }^{\prime *}{ }_{i j}$ that is of order $t_{j}-s_{i}$ exactly，and the principal part of $\Phi^{\prime *}$ is the matrix of principal parts of the $\Phi^{\prime *}{ }_{i j}$＇s． The principal symbol of the operator is now defined in the usual way．${ }^{14,20}$ Let $t_{1}=t_{2}=2, t_{3}=1, s_{1}=s_{2}=s_{4}=0$ ， and $s_{3}=1$ ；then the only nonzero principal parts of $\Phi * *$ are $\Phi^{\prime *}{ }_{11}, \Phi^{\prime *}{ }_{32}$ ，and $\Phi^{\prime *}{ }_{43}$［Cf．（3．9）－（3，12）］．For each vector $\xi \in T^{*} \zeta$ ，the principal symbol of $\Phi^{\prime *}$ is

$$
\begin{align*}
& \sigma(\xi):\left(N, X^{i}, V^{a}\right) \\
& \quad 1-\left(N\left(|\xi|^{2} g^{i j}-\xi^{i} \xi^{j}\right), 0,-\left(\xi_{i} X_{j}+\xi_{j} X_{i}\right), V^{a} \xi_{i}\right) . \tag{4,1}
\end{align*}
$$

$\Phi^{\prime *}$ is said to be elliptic if $\sigma(\xi)$ is injective for every $\xi \neq 0$ ．But if $\xi \neq 0$ and $\sigma(\xi)(\gamma, X, Y)=0$ ，we see imme－ diately from（4．1）that $X=0$ and $V=0$ ．Contracting the first slot in（4．1）gives $v\left(3|\xi|^{2}-|\xi|^{2}\right)=2|\xi|^{2} N=0$ because $M$ is three dimensional，so $\forall=0$ ．Thus $\Phi^{\prime *}$ is elliptic．

For Yang－Mills fields alone，we consider

$$
\begin{align*}
K^{\prime *}:\left(\Lambda^{0} \otimes g\right) & \rightarrow\left(\left(\Lambda^{1} \otimes g\right)^{*}, \Lambda^{1} \otimes g\right), \\
V & \mapsto([\eta, V],-D V) \tag{4,2}
\end{align*}
$$

［cf．（3．10）and（3．12）］，which，as above，has injective symbol and is therefore elliptic．

## B．The Cauchy surface conditions imply that the adjoint operators are injective

$K^{\prime *}$ is injective exactly when the conditions of Theorem 1A hold．Comparing the conditions and（ 4.2 ） shows that $V \in$ ker $k^{\prime *}$ implies that $V$ takes values in the center of $\mathfrak{g}$ and $D V=d V=0$ ，so $V$ is a constant in the center of $\mathfrak{g}$ ， $\mathrm{i}_{\mathrm{o}} \mathrm{e}_{\mathrm{c}}, V=0$ in $\left(\Lambda^{0} \otimes \mathfrak{g}\right)^{2}$ ．Conversely，if ker $K ı *=\{0\}$ ，the conditions of the theorem hold．Half of Theorem 1A is now proved．

To prove Theorem 1B it suffices to show that the three conditions stated in the theorem imply that $\Phi^{\prime *}$ is injective．So suppose that（ $N, X, V$ ）$\in \operatorname{ker} \Phi^{\prime *}$ and condi－ tions（i）－（iii）of the theorem hold．Then equations （3．9）－（3．12）are equal to zero．The trace of $(3.11)$ is

$$
\begin{equation*}
N \bar{\pi}_{k}^{k}=2 X^{k}{ }_{1 k} \tag{4,3}
\end{equation*}
$$

Combining this equation and（ 3.11 ），one can compute that

$$
\begin{equation*}
\left(L_{X} \pi\right)_{k}^{k}=X^{j} \pi_{k \mid j}^{k}+\left\{2 N \pi^{j k} \pi_{j k}-\frac{1}{2} N\left(\pi_{k}^{k}\right)^{2}\right\} g^{-1 / 2}{ }_{0} \tag{4.4}
\end{equation*}
$$

The trace of（ 3.9 ）is

$$
\begin{align*}
0= & N\left\{-\frac{1}{2}\left(\pi_{k}^{k}\right)^{2}+2 \pi^{j k} \pi_{j k}+\frac{1}{2}\left(\eta_{a}^{k} \eta_{k}^{a}+\beta_{a}^{k} \beta_{k}^{a}\right)\right\} g^{-1 / 2}  \tag{4.5}\\
& -2 N^{\mid k}{ }_{\mid k g^{\prime}} g^{1 / 2}+X^{k} \pi_{j \mid k}^{j},
\end{align*}
$$

where we have used（4．4）and the constraint $H=0$ to eliminate the $L_{X} \pi$ and curvature terms．By condition （i）the last term in（4．5）is zero．Now multiply（4，5）by $V$ and integrate over $M$ to get
$0=2 \int N^{2} k^{i j} k_{i j} \mu+\frac{1}{2} \int N^{2} \bar{\eta}_{a}^{k} \eta_{k}^{a} \mu+\frac{1}{2} \int N^{2} \bar{\beta}_{a}^{k} \bar{\beta}_{k}^{a} \mu+2 \int N^{l k} N_{1 k} \mu$
recalling that $k_{i j}=\frac{1}{2} \bar{\pi}^{k}{ }_{k} g_{i j}-\bar{\pi}_{i j}=0$ if and only if $\pi^{i j}=0$ 。 Observe that（4．6）implies that each integrand is zero， so $N$ is constant，$N k=0, N \eta=0$ ，and $N \beta=0$ 。 Condition （ii）now forces $N=0$ by the following argument．If one of $k$（equivalently，$\pi$ ），$\eta=-\epsilon$ ，or $\beta$ is nonzero，$V=0$ is immediate from（4．6）．If all three are identically zero，then $H=R=0$ ，and $H^{\prime *}(N, X, V)=0$ ，the first equation of $\Phi^{\prime *}(N, X, V)=0$ ，reduces to

$$
\begin{equation*}
\left(N R^{i j}+N_{\mid k}^{l k} g^{i j}\right) g^{1 / 2}=0 . \tag{4,7}
\end{equation*}
$$

However，（4．6）implies that $N$ is constant，so（4．7） reduces further to $N R^{i j}=0 . M$ is three dimensional，so the Ricci curvature $R^{i j}=0$ if and only if $g$ is flat；by condition（ii），$g$ is not flat，so $N$ must be identically zero．

$$
\begin{align*}
& \text { With } N=0, \Phi^{\prime *}(N, X, V)=0 \text { reduces to } \\
& 0=X^{i}{ }_{1 k} \pi^{k j}+X^{j}{ }_{1 \mid k} \pi^{i k}-X^{k} \pi^{i j}{ }_{1 k}-X^{k}{ }_{1 k^{\pi^{i j}}=}=-L_{X} \pi, \quad(4, \varepsilon  \tag{4,8}\\
& 0=- X^{j} \eta_{a \mid j}^{i}-X_{1 j}^{j} \eta_{a}^{i}+X_{1 j}^{i} \eta_{a}^{j}+X^{i}\left(\eta_{a \mid j}^{j}+C_{a b}^{c} A_{j}^{b} \eta_{c}^{j}\right) \\
&-X^{j} C_{a b}^{c} A_{j}^{b} \eta_{c}^{i}-C_{a b}^{c} V^{b} \eta_{c}^{i} \\
&=--L_{X} \eta+(\hat{\nabla} \cdot \eta) X-[A(X)+V, \eta]=L_{X} \epsilon+[A(X), \epsilon]-[\epsilon, V], \tag{4,9}
\end{align*}
$$

because $K=\hat{\nabla} \cdot \eta=0$ ，

$$
\begin{align*}
0 & =X_{i \mid j}+X_{j \mid i}=L_{X} g,  \tag{4,10}\\
0 & =X^{j}\left(A_{i \mid j}^{a}-A_{j \mid i}^{a}+C_{b c}^{a} A_{j}^{b} A_{i}^{c}\right)-V_{i j}^{a}-C_{b c}^{a} A_{i}^{b} V^{c}  \tag{4,11}\\
& =I_{-X} A-D(A(X)+V)=F(X,)-D V .
\end{align*}
$$

By（iii）this implies that $X=0$ and $V$ has values in the center of $g$ ．As in the proof of Theorem 1 A ，this im－ plies $V=0$ in $\left(\Lambda^{0} \otimes g\right)^{\sim}$ ．This completes the proof of Theorem 1B．For the variation of the theorem men－ tioned in note（4）following the statement of the theorem， we need only show that（4．11）implies that $0=L_{X} \beta$ $+[A(X), \beta]-[\beta, V]$ ．This follows from a tedious but straightforward calculation using the Bianchi identity for $g$ ，the Jacobi identity for $g$ ，and（4．10）．

## C．Identification of symmetries and the kernels of the adjoint operators

For Theorems 2A and 2B，$(0,0, V) \in$ domain $K^{\prime *}$ and （ $N, X, V$ ）$\in$ domain $\Phi^{\prime *}$ must be identified as vector fields on the bundle and then $k^{\prime *}(0,0, V)$ and $\Phi^{\prime *}(N, X, V)$ must be interpreted geometrically。Let ${ }^{4} X=N Z+X$ ，a section of（ $T^{4} S$ restricted to $M$ ），and let ${ }^{m} X=$（horizon－ tal lift of $\left.{ }^{4} X\right)-V_{p}$ ，where $V_{p}$ is the tangent to the fiber corresponding to $V \in \mathbb{g}$ ．Because $V$ is tensorial，${ }^{m} X$ is a right－invariant vector field on $Q$ ．（Note：the minus sign corresponds to the sign in $V=-{ }^{4} A_{0}$ 。）Suppose ${ }^{m} X$ is extended to all of $P$ so that it is right invariant．Then the flow of ${ }^{m} X$ is a one－parameter family of bundle automorphisms，or，in other words，of simultaneous coordinate and gauge transformations．Let $\tau^{* 4} g(\lambda)$ and $\omega(\lambda)$ be the pullback under this flow of $\tau^{* 4 g}$ and $\omega_{\text {。 }}$ ．For small $\lambda, M$ is spacelike in the metric ${ }^{4} g(\lambda)=i^{*} \tau^{* 4} g(\lambda)$ ， so $g(\lambda)$ and $\omega(\lambda)$ induce（ $g, A, \pi, \eta)(\lambda)$ on $M$ ．If $N^{2}-X^{i} X_{i}$ $\geqslant 0$ so that $X$ is timelike，this is the evolution of （ $g, A, \pi, \eta$ ）in ${ }^{4} S$ with lapse $N$ ，shift $X$ ，and gauge $V$ ，so

$$
\left[\begin{array}{c}
h  \tag{4,12}\\
b \\
\rho \\
\theta
\end{array}\right] \stackrel{\text { def }}{=} \frac{\partial}{\partial \lambda}\left[\begin{array}{l}
\zeta \\
A \\
\pi \\
\eta
\end{array}\right]=J \circ \Phi^{\prime *}\left[\begin{array}{c}
N \\
X \\
V
\end{array}\right]
$$

from the derivation of the evolution equations in
Sec．III．Now（ $h, b, \rho, \theta$ ）are the＂Hamiltonian variables，＂ which depend linearly on the corresponding＂Lagr ian variables，＂

$$
\begin{equation*}
{ }^{4} h=L_{4_{X}}{ }^{4} g=i^{* \prime m_{X}} \tau^{* 4} g \tag{4,13}
\end{equation*}
$$

and

$$
{ }^{4} b=L_{4 X}{ }^{4} A-D\left({ }^{4} A\left({ }^{4} X\right)+V\right)=i^{*} L_{m_{X}} \omega_{0}
$$

（Cf．discussion of linearization before Proposition 2 in Sec．III．）Note that $L_{n_{X}} \omega$ is horizontal，$i_{。} e_{0}$ ，tensorial， and so is completely specified by $\left.{ }^{4} b_{0}\right)^{4} h$ and ${ }^{4} b$ in turn depend linearly on ${ }^{m} X$ ．Thus by linearity，$(4,12)$ holds for all（ $N, X, V$ ），because the timelike vectors span the tangent space。
（4．12）and（4．13）suggest that the elements of $\operatorname{ker} \Phi^{\prime *}$ are symmetries of the fields．（This idea for gravity alone is due to Moncrief．${ }^{2}$ ）So suppose

$$
\begin{equation*}
L_{m_{X}} *^{* 4} g=0 \quad \text { and } \quad L_{m_{X}} \omega=0 \tag{4,14}
\end{equation*}
$$

for a vector field ${ }^{m} X$ on $P$ 。 Let ${ }^{m} U$ be any generator of the group action on $P$ and let ${ }^{m} Y$ be the horizontal lift of any vector field on ${ }^{4} S$ to $P$ ．Then

$$
\begin{aligned}
0 & =L_{m_{X}} \omega\left({ }^{m} U\right)=d \omega\left({ }^{m} X,{ }^{m} U\right)+{ }^{m} U\left(\omega\left(^{m} X\right)\right) \\
& ={ }^{m} X\left(\omega\left({ }^{m} U\right)\right)-\omega\left(\left[{ }^{m} X,{ }^{m} U\right\rceil\right)=-\omega\left(\left[^{m} X,{ }^{m} U\right]\right)
\end{aligned}
$$

and

$$
\begin{aligned}
0= & L_{m_{X}} \tau^{* 4} g\left({ }^{m} Y,{ }^{m} U\right) \\
= & { }^{m} X\left(\tau^{* 4} g\left({ }^{m} Y,{ }^{m} U\right)\right)-\tau^{* 4} g\left(\left[{ }^{m} X,{ }^{m} Y\right],{ }^{m} U\right) \\
& -\tau^{* 4} g\left({ }^{m} Y,\left[{ }^{m} X,{ }^{m} U\right]\right) \\
= & -\tau^{* 4} g\left({ }^{m} Y,\left[{ }^{m} X,{ }^{m} U\right]\right)
\end{aligned}
$$

using the fact that ${ }^{m} U$ is vertical and ${ }^{m} Y$ is horizontal． This implies that $\left[{ }^{m} X,{ }^{m} U\right]=0$ ，i．$e_{0},{ }^{m} X$ is right in－ variant．Thus ${ }^{4} X=\tau_{*}{ }^{m} X$ is well defined and the vertical component of ${ }^{m} X$ is a tensorial function $-V_{0} P \rightarrow \boldsymbol{g}$ 。
Let $N Z$ and $X$ be the normal and tangential components of ${ }^{4} X$ on $M$ ．From（4．12）－（4．14），we see that（ $N, X, V$ ） $\in \operatorname{ker} \Phi^{\prime *}$ ．
（Recall that $V$ is actually a tensorial function modulo constant functions with values in the center of 8 ．Those constant functions correspond to the action of the center of $G$ on $P$ ，which is always a symmetry for any $\tau^{* 4} g$ and $\omega$ ．We will call such symmetries and their genera－ tors，${ }^{m} X=-V_{p}=$ const，trivial，because they corre－ spond to the trivial element of $\operatorname{ker} \Phi^{{ }^{* *}}$ 。）

Conversely，suppose we have an element of ker ${ }^{1 * *}$ 。 We shall need to apply Proposition 2 in sec．III，so to avoid confusion with the gauge（ $N, X, V$ ）and the per－ turbed gauge（ $L, Y, W$ ）in the statement of that theorem， let $(\hat{L}, \hat{Y}, \hat{W})$ be the given element of $\operatorname{ker}^{\prime \prime *}$ ．Let ${ }^{4} \hat{Y}=\hat{L} Z+\hat{Y}$ on $M$ and ${ }^{m} \hat{Y}=\left(\right.$ horizontal lift of $\left.{ }^{4} \hat{Y}\right)-\hat{W}_{p}$ on $Q$ ．We will extend ${ }^{m} \hat{Y}$ uniquely to all of $P$ ，so that
${ }^{4} h=L_{4 \hat{Y}}{ }^{4} g$ and ${ }^{4} \boldsymbol{b}=L_{4 \hat{Y}}{ }^{4} A-D\left({ }^{4} A\left({ }^{4} \hat{Y}\right)+\hat{W}\right)=i^{*} L_{m}{ }_{\hat{Y}} \omega$
are identically zero．Suppose the gauge（ $N, X, V$ ）is fixed．Consider the lemma in the proof of Proposition 2．Let ${ }^{4} \hat{h}=0$ and ${ }^{4} \hat{b}=0$ on ${ }^{4} V$ ．By the lemma，for any choice of（ $L, Y, W$ ）we get existence of a unique ${ }^{4} \hat{Y}$ and ${ }^{4} \hat{W}$ on ${ }^{4} \mathrm{~S}$ so that $(4,15)$［which corresponds to $(3,21)$ and（3．22）］holds．We choose $(L, Y, W) \equiv 0$ so that by （3．19）${ }^{4} h_{0 \mu}=0$ and ${ }^{4} b_{0}=0$ ．（In Sec．III，${ }^{4} \hat{Y}$ and ${ }^{4} \hat{W}$ were zero on $M$ ，but the lemma clearly applies for any initial data．）Now with ${ }^{4} h$ and ${ }^{4} b$ as in（4．15），the corresponding Hamiltonian variables $(h, b, \rho, \theta)=J^{\circ} \Phi^{\prime *}(\hat{L}, \hat{Y}, \hat{W})=0$ on $M$［cf．discussion of the geometric meaning of $\Phi^{\prime *}(N, X, V)$ above］，and satisfy the linearized evolution equations（3．17）with perturbed gauge（ $L, Y, W$ ）$=0$ by the way ${ }^{m} \hat{Y}$ was extended to $P$ ．By Proposition 2， the obvious solution $(h, b, \rho, \theta) \equiv 0$ is the unique solution， so ${ }^{4} h=0$ and ${ }^{4} b=0$ ．Thus we have established a one－ to－one correspondence between $\operatorname{ker}^{1 *}{ }^{\prime *}$ and the set of nontrivial simultaneous symmetries of $\tau^{* 4} g$ and $\omega$ ；by setting all objects related to gravity（e．g．，$N, X, L, Y, h$ ） equal to zero in the above argument，we have a one－to－ one correspondence between $\operatorname{ker} K^{\prime *}$ and the nontrivial symmetries of $\omega$ which preserve ${ }^{4} S$ ．This proves the sufficiency of the conditions in Theorems 2A and 2B．

## D．The second－order conditions

It has been shown above that $\operatorname{ker}^{\prime}{ }^{\prime *}$ or $\operatorname{ker}^{\prime}{ }^{*}$ is trivi－ al exactly when the conditions of Theorems 1A，2A，or 2B，as appropriate，hold．To show that these conditions are necessary as well as sufficient for linearization stability，we assume stability and nontriviality of the
kernels．From these assumption come second－order conditions on the linear perturbations．In the following sections，we show the existence of linear perturbations violating these second－order conditions．This contradic－ tion shows that the assumption was false，and lineariza－ tion stability requires that the kernels be trivial；i．e．， the conditions of the theorems are necessary，and when they are violated we have linearization instability．

Assume that $K(A, \eta)=0$ is linearization stable at $\left(A_{0}, \eta_{0}\right)_{\text {。 }}$ Then for any solution $(b, \theta)$ of the linearized equation

$$
K^{\prime}\left(A_{0}, \eta_{0}\right)(b, \theta)=0
$$

there is a one－parameter family $(A(\lambda), \eta(\lambda))$ such that

$$
(A(0), \eta(0))=\left(A_{0}, \eta_{0}\right), \quad\left(A^{\prime}(0), \eta^{\prime}(0)\right)=(b, \theta),
$$

and

$$
\begin{equation*}
K(A(\lambda), \eta(\lambda))=0 \tag{4,16}
\end{equation*}
$$

Differentiating（4．16）twice and evaluating at $\lambda=0$ y ields

$$
\begin{align*}
& K^{\prime}\left(A_{0}, \eta_{0}\right) \cdot\left(A^{\prime \prime}(0), \eta^{\prime \prime}(0)\right) \\
& +K^{\prime \prime}\left(A_{0}, \eta_{0}\right) \cdot((b, \theta),(b, \theta))=0 \tag{4.17}
\end{align*}
$$

Now assume that there is $V \neq 0$ in ker $K^{\prime *}$ ．Contract （4．17）against $V$ and integrate over $M$ to get

$$
\begin{align*}
0 & =\int_{M} V \cdot\left\{K^{\prime}\left(A^{\prime \prime}(0), \eta^{\prime \prime}(0)\right)+K^{\prime \prime}((b, \theta),(b, \theta))\right\} \\
& =\int_{M}\left\{K^{\prime *}(V) \cdot\left(A^{\prime \prime}(0), \eta^{\prime \prime}(0)\right)+V \cdot K^{\prime \prime}((b, \theta),(b, \theta))\right\} \\
& =\int_{M} V \cdot K^{\prime \prime}((b, \theta),(b, \theta)), \tag{4.18}
\end{align*}
$$

a second－order condition on the linear perturbation $(b, \theta)$ ．Similarly，a nontrivial（ $N, X, V$ ）$\in \operatorname{ker} \Phi^{\prime *}$ gives rise to a second－order condition on linear Einstein－ Yang－Mills perturbations（ $h, b, \rho, \theta$ ），

$$
\begin{equation*}
\int_{M}(N, X, V) \cdot \Phi^{n}((h, b, \rho, \theta),(h, b, \rho, \theta))=0 \tag{4,19}
\end{equation*}
$$

We note that the second－order condition is analogous to the quadratic algebraic condition on the moduli space in the theorem of Kuranishi on small deformations of complex structures（See，e．g．，Ref． 21 and references therein）．This theorem has been used by Atiyah， Hitchin and Singer ${ }^{22}$ in the study of the space of self－ dual Yang－Mills fields on Riemannian manifolds．In the cases considered by Atiyah，Hitchin，and Singer， the second cohomology of a certain elliptic complex （analogous to ker $\mathrm{K}^{\prime *}$ or $\mathrm{ker}^{\prime \prime *}$ in the present work）is trivial，so that the theorem of Kodaira，Nirenberg，and Spencer（which the Kuranishi theorem generalizes） gives a linearization stability argument，In the case that the second cohomology is not trivial，the Kuranishi theorem says that the space of nonlinear deformations of complex structures is（locally）parameterized by linear deformations $h$ satisfying

$$
\begin{equation*}
H(Q(h, h))=0, \tag{4,20}
\end{equation*}
$$

where $Q$ is a certain quadratic function and $H$ is pro－ jection onto the second cohomology．If $I F$ is projection onto $\operatorname{ker} \mathrm{K}^{\prime *}$ or $\operatorname{ker} \Phi^{\prime *}$ and $Q$ is $\mathrm{K}^{\prime \prime}$ or $\Phi^{\prime \prime}$ ，then（4．20） is our second－order condition．This suggests，as has been suggested before ${ }^{4,14,23}$ that at points of linearization instability，the second－order condition is sufficient to
select exactly those linear perturbations which are tangent to curves of nonlinear perturbations．This ap－ pears to be true in the case of gravity alone。 ${ }^{24}$

## E．Instability for symmetric Yang－Mills fields

Differentiating（3．8）and substituting into（4．18），

$$
\begin{equation*}
2 \int_{M} C_{a b}^{c} V^{a} b_{i}^{b} \theta_{c}^{i}=2 \int_{M}[V, b] \hat{:} \theta=0 \tag{4,21}
\end{equation*}
$$

for each $V \in \operatorname{ker} k^{\prime *}$ ．We wish to find $(b, \theta)$ satisfying

$$
\begin{equation*}
K^{\prime}(b, \theta)=\hat{\nabla} \cdot \theta+[b, \eta]=0 \tag{4,22}
\end{equation*}
$$

and violating（4．21）．This is most easily done using a particular gauge for the background fields $(A, \eta)$ that corresponds to a reduction of the principal bundle $P_{\text {。 }}$ From（4．2），$V \in \operatorname{ker} K^{\prime *}$ means

$$
\begin{equation*}
D V=0 \quad \text { and } \quad[\eta, V]=0 . \tag{4,23}
\end{equation*}
$$

Recall that $\mathfrak{g}=g_{1} \& g_{2}$ ，where $g_{1}$ is the center of $g$ and $\boldsymbol{g}_{2}$ its orthogonal complement．Let $V=V_{1}+V_{2}, V_{i} \in \mathfrak{g}_{i}$ 。 Now $D V_{1}=d V_{1} \in \mathfrak{g}_{1}$ ，and $D V_{2} \in \mathfrak{g}_{2}$ because $C_{[a b c]}=0$ ． Therefore，by（ 4.23 ），$D V_{1}=d V_{1}=0$ ，and so $V_{1}=0$ in $\left(A^{0} \otimes g\right)^{\sim}$ ．Thus，it suffices to consider $V=V_{2}$ ．Let $g^{V}$ be the centralizer of $V(p)$ for any one $p \in P ; g^{v}$ is a subalgebra of $g$ ，and let $G^{V}$ be the corresponding sub－ group of $G$ ．By the holonomy theorem of Ambrose and Singer combined with a reduction theorem due to Cartan，Ehresmann，Kobayashi，and Nomizu（Ref．7， Theorems 7.1 and 8．1，pp．83－90，and note 2，p．288）， the bundle and its connection may be reduced to a bundle and connection with group $G^{V}$ ．The reduced bundle may be identified with $\{q: p$ and $q$ are joined by a horizontal curve\}, a subbundle embedded in $P$ ．By choosing sec－ tions of the subbundle，we can assume that the range of $A, \beta$ and $\eta \subset \mathfrak{g}^{V}$ ，and that $V=$ const because $0=D V$ $=d V$ on horizontal curves．Similarly，if there are any other functions $W$ such that $D W^{\prime}=0$ ，we may assume that the bundle has been reduced and the gauge chosen so that $A$ and $\beta$ take values in $\mathfrak{g}^{V \cap} \mathfrak{g}^{W}$ and $W=$ const．

Let $g^{V \perp}$ be the $\gamma$ orthogonal complement of $g^{V}$ in $g$ 。 Note that $D$ and $D^{*} \operatorname{map} \Lambda^{k} \otimes \mathfrak{g}^{\text {VL }}$ into $\Lambda^{m} \otimes \mathfrak{g}^{\text {VД }}$（for ap－ propriate $k$ and $m$ ）because for $W \in g^{V \perp}$

$$
\begin{equation*}
[A, W] \leqslant \mathfrak{g}^{v}=\left[\mathfrak{g}^{v}, A\right] ः W^{r} \subset \mathfrak{g}^{v} \div W=0 \tag{4,24}
\end{equation*}
$$

（again using $C_{\text {［abc］}}=0$ ）．Consider

$$
D^{*}: \Lambda^{1} \otimes \mathfrak{g}^{V \perp} \rightarrow \Lambda^{0} \otimes \mathfrak{g}^{V \perp}
$$

which has surjective but not injective symbol，just like the ordinary divergence $d^{*}$ ．By Theorem 1 of Ref．25， this implies that $\operatorname{ker} D^{*}$ is infinite dimensional．Now consider

$$
\begin{aligned}
& T: \operatorname{ker} D^{*} \rightarrow g^{V_{\perp}}, \\
& W H \int_{M}[W ; \eta]_{0}
\end{aligned}
$$

$T$ has nontrivial kernel because $g^{V L}$ is finite dimension－ al while ker $D^{*}$ is inf inite dimensional；let $b$ be any non－ zero element of $\operatorname{ker} T$ ．

Let $\theta=\theta^{t}+D \mu$ ，where $\hat{\nabla} \cdot \theta^{t}=-D^{*} \theta^{t}=0$ 。We will choose $\mu$ so that the linearized constraint equation （4．22）is satisfied and choose $\theta^{t}$ so that the second－order condition（ 4.21 ）is violated．（4．22）becomes

$$
\begin{equation*}
-\hat{\nabla} \cdot \theta=D^{*} D \mu=\hat{\Delta} \mu=[b ; \eta] \tag{4,25}
\end{equation*}
$$

where $\hat{\Delta}=D^{*} D$ is the＂gauge－covariant Laplace－deRham operator＂on $\mathrm{g}^{V \perp}$－valued functions．Just as for the usual Laplacian on a compact manifold，$(4,25)$ has a solution， unique up to $\operatorname{ker} \hat{\Delta}=\operatorname{ker} D=\{$ covariant constant functions $\}$ if and only if $\{b ; \eta\}$ is orthogonal to $\operatorname{ker} D$ 。 But the gauge was chosen so that if $W \in \operatorname{ker} D$ ，then $W$ is constant；then $\int([b ; \eta] \div W)=\left(\int[b ; \eta]\right) ? W=0$ ，because $b \in \operatorname{ker} T$ 。Thus we can solve（4，25）for $\mu \in \Lambda^{0} \otimes \mathfrak{g}^{V \perp}$ 。（4，21）becomes

$$
\begin{equation*}
2 \int_{M}[V, b] \hat{\imath} \theta=2 \int_{M}[V, b] \hat{\imath} \theta^{t}=0 \tag{4,26}
\end{equation*}
$$

because

$$
\begin{aligned}
\int_{M}[V, b \mid \hat{:} D \mu & =\int_{M} C_{a b}^{c} V^{a} b_{i}^{b}\left(\mu_{1}^{d}+C_{e f}^{d} A_{j}^{e} \mu^{f}\right) \gamma_{c d} g^{i j} \\
& =-\int_{M} C_{a b}^{c} V^{a}\left(b_{i, j}^{b}+C_{e f}^{b} A_{j}^{e} b_{i}^{f}\right) \mu^{d} \gamma_{c d} g^{i j} \\
& =\int_{M}\left[V, D^{*} b\right]^{\hat{c}} \mu=0,
\end{aligned}
$$

using integration by parts，$V=$ const，$C_{[a b c]}=0$ ，the Jacobi identity in $\mathfrak{g},\lceil V, A\rceil=0$ ，and $b \in \operatorname{ker} D^{*}$ ，It suffices to show that there is at least one element $\theta^{t} \in \operatorname{ker} D^{*}$ such that $(4,26)$ does not hold．Assume not；$i_{o} e_{o}$ ，as－ sume that（4．26）holds for all $\theta^{t}$ ．Then $[V, b]$ is orthogo－ nal to $\operatorname{ker} D^{*}$ ，so $[V, b]=D W$ for some $W \in \Lambda^{0} \otimes g^{V \perp}$ ，and $\hat{\Delta} W=D^{*}[V, b]=d^{*}[V, b]+[A ;[V, b]]=\left[V, d^{*} b+[A ; b]\right]$ $=\left[V, D^{*} b\right]=0$ ，using $V=$ constant，the Jacobi indentity， $[V, A]=0$ ，and $b \in \operatorname{ker} D^{*}$ ．Thus $W \in \operatorname{ker} \hat{\Delta}=\operatorname{ker} D$ ，so $[V, b]=D W=0$ ．But $b$ takes values in $g^{V_{1}}$ ，so this forces $b$ to be zero．This contradiction proves that there is a $\theta^{t}$ so（4．26）does not hold．Thus，a Yang－Mills symmetry $V \in$ ker $K^{\prime *}$ is inconsistent with linearization stability．（We thank Kobayashi for suggesting the final argument，and Singer for inspiring the approach to gauge fields used in the above proof．）Theorems 1A and 2A are now proved．

## F．Instability for symmetric Einstein－Yang－Mills fields

To complete the proof of Theorem 2B，we show the existence of（ $h, b, \rho, \theta$ ）$\in \operatorname{ker} \Phi^{\prime}$ and violating（4．19）。First consider the case where（ $N, X, V$ ）$=(0,0, V) \in \operatorname{ker} \Phi^{\prime *}$ 。 Then ${ }^{m} X$ is a vertical vector field on $P$ ，that is an in－ finitesimal change of Yang－Mills gauge only，and （4．19）reduces to（4．18）．For the（ $b, \theta$ ）shown to exist in Sec．IV．E，$(0, b, 0, \theta) \in \operatorname{ker} \Phi^{\prime *}$ ，by the following argu－ ment．$\beta$ and $\eta$ take values in $g^{V}$ while $\dot{b}$ and $\theta$ were chosen to take values in $\mathfrak{g}^{V+}{ }_{\circ} \hat{\nabla} \times b={ }^{*} D b$ will also take values in $g^{V_{\perp}}$ by（4．24），so

$$
H^{\prime}(0, b, 0, \theta)=\hat{\nabla} \times b \hat{\imath} \bar{\beta}+\theta \hat{:} \bar{\eta}=0
$$

and

$$
g^{\prime}(0, b, 0, \theta)=\eta \times \vdots(\hat{\nabla} \times b)+\theta \times \hat{\imath} \beta=0
$$

When $(N, X) \neq 0$ ，then the argument for the existence of a linear perturbation violating $(4,19)$ goes exactly as in the case of gravity alone ${ }^{26}$（The addition of the Yang－Mills fields adds purely algebraic terms to the differential operators involved，so that the analysis is not affected．）We briefly sketch the argument．Since nonzero elements of $\operatorname{ker}^{\Phi^{\prime *}}$ correspond to symmetries， the existence of such elements is hypersurface invariant and we may，by choosing an appropriate hypersurface， assume $N \neq 0$ ，say $N>0$ ，on $U \subset M$ ．We construct operators $P: S^{2} \rightarrow\left(\Lambda^{1}, \Lambda^{0}\right)$ and $T: S^{2} \rightarrow S^{2 *}$ such that （4．27）and（4．28）below hold and
$K=\{(h, 0, \rho, 0) ; P(h)=0, \rho=T(h)$,

$$
\text { and } \operatorname{supp} h \subset U\} \subset \operatorname{ker} \Phi^{\prime *},
$$

and again using Theorem 1 of Ref. 25, $K$ is infinite dimensional. For elements of $K,(4.19)$ becomes
$\int_{M}\left\{N\left(-\frac{1}{2}(\nabla h)^{2}+\frac{1}{2}(\nabla \mathrm{tr} h)^{2}\right)\right.$

+ (lower order terms in $h$ and $\rho$ ) $\}=0$ 。
$P$ is chosen so that

$$
\begin{equation*}
\|\nabla \operatorname{tr} h\|_{0} \leqslant \mathrm{const}\|h\|_{0} \tag{4,28}
\end{equation*}
$$

From (4.27), (4.28), and $P(h)=0$, integration by parts, and the Schwarz inequality, it can be calculated that

$$
\|h\|_{1} \leqslant \mathrm{const}\|h\|_{0}
$$

which by Rellich's theorem gives a compact embedding of $K \cap W^{1}$ in $W^{0}$. This contradicts the infinite dimensionality of $K$, thus showing the existence of perturbations violating the second-order condition and completing the proof of Theorems $1 \mathrm{~A}, 1 \mathrm{~B}, 2 \mathrm{~A}$, and 2 B .

## G. The splitting theorem

This theorem, which in the Einstein-Yang-Mills case generalizes that of Moncrief ${ }^{27}$ for gravity alone, follows immediately from application of a general splitting in sympletic geometry given in Ref. 28. $K$ and $\Phi$ are moments for the actions of the group of bundle automorphisms of $Q$ which fix $M$ and the dynamical group of coupled gravitational and gauge fields, respectively. The generators of the group actions are given by the ranges of $J \circ K^{\prime *}$ and $J^{\circ} \Phi^{\prime *}$. Applying the splitting theorem in Ref. 28 , we have

$$
\left(\Lambda^{1} \otimes g,\left(\Lambda^{1} \otimes g\right)^{*}\right)=\operatorname{Im} K^{\prime *} \oplus \operatorname{Im} \cdot J \circ K^{\prime \prime *} \oplus \operatorname{ker}\left(-K^{\prime} \circ J\right) \cap \operatorname{ker} K^{\prime}
$$

and

$$
\begin{aligned}
\left(S^{2}, \Lambda^{1} \otimes g, S^{2}\right. & \left.\left(\Lambda^{1} \otimes g\right)^{*}\right) \\
& =\operatorname{Im} \Phi^{\prime *} \oplus \operatorname{Im} J^{\circ} \Phi^{\prime *} \oplus \operatorname{ker}\left(-\Phi^{\prime *} \circ_{J} J\right) \cap \operatorname{ker} \Phi^{\prime}
\end{aligned}
$$

In each splitting, the sums are $L_{2}$ orthogonal, and at points of linearization stability the first, second, and third summands are as stated in the theorem, respectively.

## ACKNOWLEDGMENTS

It is a pleasure to thank R. Jantzen, S. Kobayashi, J. E. Marsden, M. H. Protter, I. M. Singer, and A. H. Taub for many helpful discussions.
${ }^{1}$ A. E. Fischer and J. E. Marsden, Bull. Am. Math, Soc. 78, 997-1003 (1973); Proc. Symp. Pure Math. AMS 27, Part 2, 219-63(1975).
${ }^{2}$ V. Moncrief, J. Math. Phys. 16, 493-98 (1975).
${ }^{3} J_{0}$ M. Arms, J. Math. Phys. 18, 830-33 (1977).
${ }^{4} \mathrm{~V}_{\text {. Moncrief, Ann. Phys. (N. Y.) 108, 387-400 (1977). }}$
${ }^{5}$ D. Brill and S. Deser, Commun. Math. Phys. 32, 291-304 (1973).
${ }^{6}$ C. N. Yang and R. L. Mills, Phys. Rev. 86, 191-95 (1954). ${ }^{7} \mathrm{~S}$. Kobayashi and K. Nomizu, Foundations of Differential Geometry (Interscience, New York, 1963), Vol. 1, pp. 63112.
${ }^{8}$ T. T. Wu and C. N. Yang, Phys. Rev. D 12, 3845-57 (1975). ${ }^{9}$ S. W. Hawking and G. F. R. Ellis, The Large Scale Structure of Space-Time (Cambridge U. P., Cambridge, England, 1973).
${ }^{10} \mathrm{R}_{\mathrm{n}}$ Arnowitt, S. Deser, and C.W. Misner, Gravitation: An Introrluction to Curvent Research, edited by L. Witten (Wiley, New York, 1962), pp。227-65.
${ }^{11}$ C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gravitation (Freeman, San Francisco, 1973).
${ }^{12}$ R. K. Sachs and H.H. Wu, General Relativity for Mathematicians (Springer-Verlag, New York, 1977).
${ }^{13}$ S. Helgason, Differential Geometry and Symmetric Spaces (Academic, New York, 1962), p. 122.
${ }^{14}$ A. E. Fischer and J. E. Marsden, "Topics in the Dynamics of General Relativity," in Proceedings of the Summer School of the Italian Physical Society, edited by J. Ehlers (to appear).
${ }^{15}$ A. Hanson, T. Regge, and C. Teitelboim, Constrained Hamiltomian Systems (Accademia Nazionale dei Lincei, Rome, 1976); P. Codero and C. Teitelboim, Ann. Phys. 100, 60731. (1976).
${ }^{16}$ A. E. Fischer and J. E. Marsden, "A new Hamiltonian structure for the dynamics of general relativity," Gen. Rel. Grav. 7, 915-20 (1976).
${ }^{17}$ T. J. R. Hughes, T. Kato, and J. E. Marsden, Arch. Rational Mech. Anal. 63, 273-94 (1977).
${ }^{18}$ Y. Choquet-Bruhat, Gravitation : An Introduction to Current Research, edited by L. Witten (Wiley, New York, 1962), pp. 130-68.
${ }^{19} \mathrm{~J}$. M. Arms, "Linearization stability of coupled gravitational and gauge fields" (Ph.D. thesis, Univ. California, Berkeley, 1977).
${ }^{20}$ L. Hörmander, Linear Partial Differential Operators (Springer-Verlag, Berlin, 1963), pp. 267-68; Ann. Math. 83, 129-209 (1966).
${ }^{21} \mathrm{~J}$. Morrow and K. Kodaira, Complex Manifolds (Holt, Reinhart, and Winston, New York, 1971), pp. 155-73.
${ }^{22}$ M. F. Atiyah, N. J. Hitchin, and I. M. Singer, Proc. Nat. Acad. Sci. USA 74, 2662-663 (1977); "Self-duality in fourdimensional Riemannian geometry," Proc. R. Soc. Lond. A 362, 425-61 (1978).
${ }^{23} \mathrm{~V}$. Moncrief, J. Math. Phys. 17, 1893-902 (1976).
${ }^{24}$ A. E. Fischer, J. E. Marsden, and V. Moncrief, "Symmetry breaking in general relativity," to appear in Gen. Rel. Grav.; "The structure of the solution space of Einstein's equations" (in preparation).
${ }^{25} \mathrm{~J}_{\mathrm{A}}-\mathrm{P}$. Bourguignon, D. G. Ebin, and J. E. Marsden, C. R. Acad. Sci. Paris Sér. A 282, 867-70 (1976).
${ }^{26}$ J. M. Arms and J. E. Marsden, "The absence of Killing fields is necessary for linearization stability of Einstein's equations," Ind. Math. J. (Jan. 1979).
${ }^{27}$ V. Moncrief, J. Math. Phys. 16, 1556-60 (1975).
${ }^{28}$ J. M. Arms, A. E. Fischer, and J. E. Marsden, C. R. Acad. Sci. Paris, Ser. A 281, 517-20 (1975).

# Conservation laws for the classical Maxwell-Dirac and Klein-Gordon-Dirac equations ${ }^{\text {a }}$ 

R. T. Glassey<br>Department of Mathematics, Indiana University, Bloomington, Indiana 47401<br>W. A. Strauss<br>Department of Mathematics, Brown University, Providence, Rhode Island 02912<br>(Received 24 July 1978)<br>Solutions to the classical coupled Maxwell-Dirac and Klein-Gordon-Dirac equations in a space-time of dimension four are considered. These equations are invariant under the 15 -dimensional conformal group, in the case of zero mass. The resulting conservation laws are explicitly exhibited in terms of the Cauchy data at a fixed time in a form suitable for analysis by the techniques of partial differential equations.

## 1. INTRODUCTION

The Maxwell-Dirac equations are the basic equations of relativistic quantum electrodynamics. In the notation of Ref. 1 they take the form

$$
\begin{gather*}
(i \not \partial-M) \psi=g \not A \psi, \\
\frac{\partial}{\partial x^{\nu}} F^{\mu \nu}=g \bar{\psi} \gamma^{\mu} \psi, \tag{1}
\end{gather*}
$$

where

$$
F^{\mu \nu}=\frac{\partial A^{\mu}}{\partial x_{\nu}}-\frac{\partial A^{\nu}}{\partial x_{\mu}} .
$$

Mathematical as well as physical interest centers on the questions of global existence of solutions to the Cauchy problem and their asymptotic behavior.
We consider solutions of the Cauchy problem for the classical versions of these equations in a space-time of dimension four. Global existence of such solutions is an open problem. Only in the case of one space dimension has it been established and the asymptotic behavior of solutions analyzed ${ }^{2-4}$

A similar situation prevails for solutions to the classical Klein-Gordon-Dirac equations

$$
\begin{align*}
& (i \phi-M) \psi=-g \phi \psi,  \tag{2}\\
& \left(-\square+m^{2}\right) \phi=g \bar{\psi} \psi
\end{align*}
$$

although certain "special" global solutions are known in three space dimensions. ${ }^{5}$ These special solutions are a consequence of one of the identities we give in Sec。3.

For those wave equations for which an adequate theory exists, certain explicit a priori estimates have played a central role ${ }^{6-12}$ Mathematicians collectively call them "energy estimates" although only one of them represents the physical energy. Many of them are due to Morawetz. ${ }^{6}$ Some of them are a direct consequence of the conformal invariance of the equations and Noether's Theorem. ${ }^{13}$ Indeed, if an equation is given by a Lagrangian $L$ and if $L$ is invariant under a one-parameter family of transformations, the solutions of the equation satisfy a conservation law. The infinitesimal generator $M$ of the family of transformations can be used directly with the equation to write the conservation

[^9]law. An exposition of these ideas, appropriate for the present context, may be found in Ref. 7.

It is well known that the $M-D$ and the $K-G-D$ systems possess a Lagrangian formulation and, if the mass is zero, are invariant under the 15 -dimensional conformal group $C .{ }^{14,15}$ This fact is (indirectly) reproved in this paper. The multipliers $N_{1}$ depend linearly on the $\psi$ and $A^{\mu}$ (or $\psi$ and $\phi$ ) and their first derivatives. Thus there are 15 independent conservation laws, one for each generator of $C$. From the four translations come the energy and momenta and from the six Lorentz transformations come the angular momenta in spacetime. The other five generators of $C$, the dilation and four inversions, provide five more conservation laws. They were explicitly calculated ${ }^{7}$ for the case of the nonlinear Klein-Gordon equation

$$
u_{t t}-\Delta u+m^{2} u+F(u)=0
$$

and were applied to the existence and scattering theory of solutions.

The purpose of this paper is to explicitly write the conservation laws for the classical $M-D$ and $K-G-D$ equations, in the hope that they can be similarly applied to the mathematical theory.

What makes our calculations nontrivial is the form in which the conservation laws are to be written. The usual form in tensor notation ${ }^{18}$ is not suitable for our purposes because the algebraic signs of the various terms must be made explicit. For the Cauchy problem the data are prescribed at a fixed time, while in scattering problems the data at times $+\infty$ and $-\infty$ are studied. Thus we separate the time from the space variables. The resulting identities are written in terms of the Cauchy data at fixed times. The inversional identities are quite complicated; so far as we know, this is the first time they have been explicitly written in such a form.

In Sec. 2 we list the notational conventions and then briefly discuss the existence question. The conservation laws for the $\mathrm{K}-\mathrm{G}-\mathrm{D}$ and $\mathrm{M}-\mathrm{D}$ equations are derived in Secs. 3 and 4, respectively. For each of these systems we exhibit two additional conservation laws, giving a total of 17 . We also derive some new bounds which must be satisfied by any finite-energy solution. Of course, for the M-D equations we must also append a gauge condition. In Sec. 4 we first give
the results in the Lorentz gauge $\partial A^{\mu} / \partial x^{\mu}=0$ and then in the Coulomb (or radiation) gauge $\nabla \cdot A=0$. The latter is better suited to our purposes, because the major terms in the energy density are positive.
The actual calculations, although elementary, are prohibitively lengthy and therefore some of the derivations will only be briefly sketched.

We have also carried out this program for the YangMills equations in Minkowski space, and can draw some conclusions about the asymptotic behavior of classical gauge fields. The details will appear elsewhere.

## 2. EXPLICIT FORM OF THE EQUATIONS AND NOTATION

The Dirac spinor $\psi=\psi(x, t)\left(x \in \mathbb{R}^{3}\right)$ is a function on space-time into spin space, a complex four-dimensional space. $\psi^{\dagger}$ denotes the conjugate transpose of $\psi$, and $\bar{\psi}$ is defined by $\bar{\psi}=\psi^{\dagger} \gamma^{0}$, where $\gamma^{0}=\left[\begin{array}{cc}1 & 0 \\ 0 & -I\end{array}\right]$ is a $4 \times 4$ matrix. ( $I$ here is the $2 \times 2$ identity matrix). The $A^{\mu}$ ( $\mu$ $=0,1,2,3$ ) are real-valued electromagnetic potentials def ined on $\mathbb{R}^{3} \times \mathbb{R}^{\text {。 }}$ In standard notation ${ }^{1}$ the Dirac matrices $)^{\mu}(\mu=0,1,2,3)$ are given by

$$
\gamma^{k}=\left[\begin{array}{ll}
0 & \sigma^{k} \\
-\sigma^{k} & 0
\end{array}\right](k=1,2,3)
$$

where the $\sigma^{k}$ 's are the Pauli matrices

$$
\sigma^{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \sigma^{2}=\left[\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right], \quad \sigma^{3}=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] .
$$

Thus $\left(\gamma^{0}\right)^{*}=\gamma^{0},\left(\gamma^{k}\right)^{*}=-\gamma^{k}(k=1,2,3)$ and $\gamma^{\mu} \gamma^{\nu}+\gamma^{\nu} \gamma^{\mu}$ $=2 g^{u \nu} I$, where $g^{00}=+1, g^{k k}=-1(k=1,2,3), g^{\mu \nu}=0$ for $\mu \neq \nu$.

The $M-D$ equations have the form (1), where

$$
\begin{aligned}
& A=\gamma^{0} A^{0}-\sum_{k=1}^{3} \gamma^{k} A^{k}, \\
& i \phi=i \gamma^{0} \frac{\partial}{\partial t}+i \sum_{k=1}^{3} \gamma^{k} \frac{\partial}{\partial x^{k}},
\end{aligned}
$$

where $x^{\mu}=\left(t, x^{1}, x^{2}, x^{3}\right)$ denote the physical variables, and $x^{\mu}=g^{\mu \nu} x_{\nu}$ (summation on $\nu$ ). In order to write the Dirac operator in symmetric hyperbolic form, we introduce the matrices

$$
B=-i \gamma^{0}, \quad \alpha_{k}=\gamma^{k} \gamma^{0} \quad(k=1,2,3) .
$$

[These are not the same $\alpha_{k}, \beta$ as used in Ref. 1]. Then we have $\alpha_{k}^{*}=\alpha_{k}, \beta^{*}=-\beta, \alpha_{k}^{2}=I, \beta^{2}=-I, \alpha_{k} \beta+\beta \alpha_{k}=0$, $\alpha_{k} \alpha_{j}+\alpha_{j} \nu_{k}=0, j \neq k$ 。

The M-D equations can then be written in the Lorentz gauge as

$$
\begin{align*}
& \psi_{t}=\sum_{k} \alpha_{k} \frac{\partial \psi}{\partial x^{k}}+M \beta \psi-i g A^{0} \psi-i g \sum_{k} A^{k} \alpha_{k} \psi,  \tag{3a}\\
& A_{t t}^{0}-\Delta A^{0}=g \psi^{\dagger} \psi,  \tag{3b}\\
& A_{t t}^{k}-\Delta A^{k}=-g \psi^{\dagger} \alpha_{k} \psi \quad(k=1,2,3),  \tag{3c}\\
& \frac{\partial A^{0}}{\partial t}+\sum_{k} \frac{\partial A^{k}}{\partial x^{k}}=0 .
\end{align*}
$$

Here $\Delta$ denotes the Laplacian $\sum_{k}\left(\partial / \partial x^{k}\right)^{2}$, and all sums here and throughout the paper will be taken over the indices $1,2,3$ unless otherwise specified. We also write $A=\left(A^{1}, A^{2}, A^{3}\right)$.

We now consider the effect of a gauge transformation. Let ( $\psi, A^{0}, \mathrm{~A}$ ) be a solution of the $\mathrm{M}-\mathrm{D}$ equations (3) in the Lorentz gauge. Let $\Phi=\Phi(x, t)$ be a sufficiently smooth real-valued function. The change of variables

$$
\begin{align*}
& \psi=\exp \left(i g^{\Phi}\right) \psi^{\prime} \\
& A^{0}=A^{0^{\prime}}-\Phi_{t}  \tag{4}\\
& A^{k}=A^{k^{\prime}}+\Phi_{x^{k}} \quad(k=1,2,3)
\end{align*}
$$

converts the $M-D$ equations to the system

$$
\begin{align*}
& \frac{\partial \psi^{\prime}}{\partial t}=\sum_{k} \alpha_{k} \frac{\partial \psi^{\prime}}{\partial x^{k}}+M \beta \psi^{\prime}-i g A^{0 \prime} \psi^{\prime}-i g \sum_{k} A^{k^{\prime}} \alpha_{k} \psi^{\prime} \\
& A_{t t}^{0^{\prime}}-\Delta A^{0^{\prime}}+\frac{\partial}{\partial t}\left(\Delta \Phi-\Phi_{t t}\right)=g\left|\psi^{\prime}\right|^{2}  \tag{5}\\
& A_{t t}^{k^{\prime}}-\Delta A^{k^{\prime}}+\frac{\partial}{\partial x^{k}}\left(\Phi_{t t}-\Delta \Phi\right)=-g \psi^{\prime \dagger} \alpha_{k} \psi^{\prime} \quad(k=1,2,3)
\end{align*}
$$

with gauge condition

$$
\frac{\partial A^{0^{\prime}}}{\partial t}+\sum_{k} \frac{\partial A^{k^{\prime}}}{\partial x^{k}}-\Phi_{t t}+\Delta \Phi=0
$$

Suppose we want the "primed" equations to be in the Coulomb (or radiation) gauge:

$$
\sum_{k} \frac{\partial A^{k^{\prime}}}{\partial x^{k}}=0
$$

Then $\Phi$ should be chosen so that

$$
\Phi_{t t}-\Delta \Phi=\frac{\partial A^{0^{\prime}}}{\partial t},
$$

which, by the second of Eqs. (4), is the same as requiring

$$
\begin{equation*}
-\Delta \Phi=\frac{\partial A^{0}}{\partial t} . \tag{6}
\end{equation*}
$$

With this choice of $\dot{\Phi}$, the $M-D$ equations in the Coulomb gauge take the form

$$
\begin{align*}
& \frac{\partial \psi^{\prime}}{\partial t}=\sum_{k} \alpha_{k} \frac{\partial \psi^{\prime}}{\partial x^{k}}+M \beta \psi^{\prime}-i g A^{0 \prime} \psi^{\prime}-i g \sum_{k} A^{k^{\prime}} \alpha_{k} \psi^{\prime} \\
& -\Delta A^{0^{\prime}}=g\left|\psi^{\prime}\right|^{2}  \tag{7}\\
& A_{t t}^{k^{\prime}}-\Delta A^{k^{\prime}}+\frac{\partial^{2} A^{0^{\prime}}}{\partial t \partial x^{k}}=-g \psi^{\prime \dagger} \alpha_{k} \psi^{\prime} \quad(k=1,2,3) \\
& \sum_{k} \frac{\partial A^{k^{\prime}}}{\partial x^{k}}=0
\end{align*}
$$

In a similar way the $\mathrm{K}-\mathrm{G}-\mathrm{D}$ equations can be put into the form

$$
\begin{align*}
& \psi_{t}=\sum_{k} \alpha_{k} \frac{\partial \psi}{\partial x^{k}}+(M-g \phi) \beta \psi,  \tag{8a}\\
& \phi_{t t}-\Delta \phi+m^{2} \phi=g \bar{\psi} \psi, \tag{8b}
\end{align*}
$$

where, of course, $\phi$ is a real-valued (scalar) function.
We conclude this section with some brief comments on the existence of solutions. First we must introauce the norms

$$
\begin{aligned}
& \|u\|_{\infty}=\left(\int|u(x)|^{p} d x\right)^{1 / p}, \quad 1 \leqslant p<\infty, \\
& \|u\|_{\infty}=\text { ess sup }|u(x)| .
\end{aligned}
$$

The integration is taken over all space $x \in \mathbb{R}^{3}$ here as elsewhere (unless otherwise specified). A pair of standard inequalities, associated with the name of

Sobolev, are

$$
\|u\|_{6} \leqslant \text { const }\|\nabla u\|_{2}
$$

and ${ }^{19}$

$$
\|u\|_{\infty} \leqslant \text { const }\left(\left\|\nabla^{2} u\right\|_{2}+\|u\|_{2}\right) .
$$

Denote by $H^{n}$ the usual Sobolev space of functions which are square-integrable over $\mathbb{R}^{3}$ together with their derivatives up to order $n$. It is a Hilbert space with the norm

$$
\|u\|_{H^{n}}^{2}=\sum_{|\alpha| \leqslant n}\left\|D^{\alpha} u\right\|_{2}^{2}
$$

where $D^{\alpha}$ is a derivative of order $|\alpha|$.
Consider the Cauchy (initial-value) problem for the K-G-D equations (8). Following a procedure ${ }^{17,3}$ which is by now very well known, we can solve (8) by iteration, locally in time. The basic space is the space in which $\psi$ has (spinor) values in $H^{n}, \phi$ has (real) values in $H^{n}$, and $\phi_{t}$ has (real) values in $H^{n-1}$ at each time, where $n \geqslant 2$. The basic nonlinear mapping takes ( $\psi, \phi, \phi_{t}$ ) into ( $\phi \psi, 0, \bar{\psi} \psi)$. By the Sobolev inequality, this mapping is locally Lipschitz on this space. It follows ${ }^{17,3}$ that the usual iterates (well known to mathematicians and physicists alike) converge in nontrivial time interval to a solution of (8). Because $n$ can be taken arbitrarily large, the solutions of (8) are smooth (have squareintegrable derivatives of all orders). Thus we are dealing with bona fide solutions of (8). The only trouble is the extension of the solutions to all times. This is a problem of great difficulty which has not yet been solved. To solve it, it would be sufficient to show that the solutions of (8) do not blow up (become unbounded) in the norm of the above space at finite times. Certain weaker a priori estimates on solutions would also be sufficient. Below we prove an estimate (13), which appears to be too weak for this purpose, but only slightly so. For the M-D equations, (3) or (7), exactly the same local existence theorem is valid, ${ }^{18}$ and the general remarks on the global question remain applicable.

## 3. CONSERVATION LAWS FOR THE K-G-D EQUATIONS

The simplest conservation law results from multiplying (8a) by $\psi^{\dagger}$ and taking the real part. Thus

$$
\frac{\partial}{\partial t}|\psi|^{2}=\frac{\sum_{k}}{} \cdot \frac{\partial}{\partial x^{k}} \psi^{\dagger} \alpha_{k} \psi .
$$

If this identity is integrated over all space at a fixed time, we obtain the conservation of chavge

$$
\begin{equation*}
\int|\psi|^{2} d x=\text { const. } \tag{9a}
\end{equation*}
$$

If, on the other hand, we integrate it over the interior of a light cone and use the divergence theorem, we obtain

$$
\begin{equation*}
\int_{K} \psi^{\dagger}\left(I \pm \sum \frac{x^{k}}{r} \alpha_{k}\right) \psi d S \leqslant \sqrt{2} \int|\psi|^{2} d x \tag{9b}
\end{equation*}
$$

By (9a) the right side is a constant. Here $I$ is the identity matrix, $r=|x|, d S$ is the usual three-dimensional surface measure on $K$, and $K$ is any characteristic light cone $|x|=|t|+$ const. The plus sign is to be used on forward light cones and the minus sign on backward light cones. Notice that the $4 \times 4$ matrix $I \pm \sum\left(x^{k} / v\right) \alpha_{k}$ has eigenvalues 2, 2, 0, 0. Hence (9b) is an estimate on
half of the components of $\psi$ (those in the 2-eigenspace) on light cones.

Another quadratic invariant was discovered in Ref. 5. In the representation of the $\alpha_{k}$ 's, $\beta$ given in Sec. 2 it takes the form

$$
\begin{equation*}
\int\left[\left|\psi_{1}-\bar{\psi}_{4}\right|^{2}+\left|\psi_{2}+\bar{\psi}_{3}\right|^{2}\right] d x=\text { const. } \tag{10}
\end{equation*}
$$

If initially the constant in (10) vanishes, then $\bar{\psi} \psi(x, 1) \equiv 0$ for all $l$ and global existence for such initial conditions follows easily from this. ${ }^{5}$

To derive energy conservation, we multiply (8b) by $\phi_{t}$ and then multiply (8a) by $2 \psi_{t}^{\dagger}$ on the left and take the imaginary part of the result. Adding these two expressions, we obtain the identity

$$
\begin{equation*}
\frac{\partial}{\partial t} e(\psi, \phi)=\sum_{k} \frac{\partial}{\partial x^{k}}\left[\operatorname{Im} \psi^{\dagger} \alpha_{k} \psi_{t}-\phi_{t} \phi_{x^{k}}\right], \tag{11}
\end{equation*}
$$

where the energy density is given by
$e(\psi, \phi)=\operatorname{Im} \sum_{k} \psi^{\dagger} \alpha_{k} \psi_{x^{k}}-(M-g \phi) \bar{\psi} \psi-\frac{1}{2}\left(\phi_{t}^{2}+|\nabla \phi|^{2}+m^{2} \phi^{2}\right)$.
This gives the conservation of energy

$$
\begin{equation*}
\int e(\psi, \phi) d x=\text { const. } \tag{12}
\end{equation*}
$$

Even though the energy density is not positive or negative, we can still obtain an estimate which could prove useful in the global existence question. It is

$$
\begin{equation*}
\int\left(\phi_{t}^{2}+|\nabla \phi|^{2}+m^{2} \phi^{2}\right) d x \leqslant \operatorname{const}\left\{\int|\nabla \psi|^{2} d x+1\right\}^{1 / 2} \tag{13}
\end{equation*}
$$

with a constant independent of time. Inequality (13) is derived by estimating each of the first three terms in (12) separately. The mass term is bounded because of (9a). By (9a) and the Schwarz inequality,

$$
\left|\operatorname{Im} \sum_{k} \int \psi^{\dagger} \alpha_{k} \psi_{x^{k}} d x\right| \leqslant \mathrm{const} \mid \nabla \psi_{2}
$$

The third term in (12) is estimated using the Hölder inequality and then the Sobolev inequality as

$$
\begin{aligned}
\left|\int \phi \bar{\psi} \psi d x\right| & \leqslant\|\phi\|_{6}\|\psi\|_{6}^{1 / 2}\|\psi\|_{2}^{3 / 2} \\
& \leqslant \text { const }\|\nabla \phi(t)\|_{2}\|\nabla \psi(t)\|_{2}^{1 / 2}\|\psi(0)\|_{2}^{3 / 2}
\end{aligned}
$$

The resulting estimate implies (13).
To derive momentum conservation, we multiply (8a) by $\psi_{x^{j}}^{\dagger}$, take the imaginary part, and then multiply ( 8 b ) by $\phi_{x}$. The following identity results:

$$
\begin{align*}
\frac{\partial}{\partial t} P_{j}(\psi, \phi)= & \frac{1}{2} \frac{\partial}{\partial x^{j}}\left(\phi_{t}^{2}-|\nabla \phi|^{2}-m^{2} \phi^{2}\right)  \tag{14}\\
& +\sum_{k}-\frac{\partial}{\partial x^{k}}\left(\phi_{x^{j}} \phi_{x^{k}}-\operatorname{Im} \psi^{\dagger} \alpha_{k} \psi_{x^{j}}\right),
\end{align*}
$$

where the "momentum density" $P_{j}(\psi, \phi)$ is defined by

$$
\begin{equation*}
P_{j}(\psi, \phi)=\operatorname{Im} \psi_{x^{\prime}}^{\dagger} \psi+\phi_{t} \phi_{x^{j}} \quad(j=1,2,3) . \tag{15}
\end{equation*}
$$

Thus the conserved momenta are

$$
\begin{equation*}
\int P_{j}(\psi, \phi) d x=\text { const } \quad(j=1,2,3) . \tag{16}
\end{equation*}
$$

Identities (11) and (14) are the basic expressions from which the other conservation laws follow. We leave out their derivations, all of which are elementary but tedious. The angular momenta are

$$
\begin{equation*}
\int\left[x^{j} e(\psi, \phi)-t P_{j}(\psi, \phi)\right] d x=\mathrm{const} \quad(j=1,2,3) \tag{17}
\end{equation*}
$$

and

$$
\begin{align*}
& \int\left[x^{k} P_{j}(\psi, \phi)-x^{j} P_{k}(\psi, \phi)+\frac{1}{2} \operatorname{Im} \psi^{\dagger} \alpha_{j} a_{k} \psi\right] d x \\
& =\text { const } \quad(k \neq j) . \tag{18}
\end{align*}
$$

This completes the list of the ten identities following from the Lorentz invariance of the $\mathrm{K}-\mathrm{G}-\mathrm{D}$ equations [identities (12), (16), (17), (18)].

The following "dilational" and "inversional" identities are valid under the assumption that $M=m=0$.

The dilational identity takes the form

$$
\begin{equation*}
\int\left[\operatorname{Im} r \psi_{r}^{\dagger} \psi+\phi_{t}\left(\phi+r \phi_{r}\right)-t e(\psi, \phi)\right] d x=\mathrm{const}, \tag{19}
\end{equation*}
$$

where $r=|x|$. It follows essentially by multiplying (14) by $x^{j}$ and summing on $j$.

The first inversional identity is

$$
\begin{align*}
& \int\left[\left(r^{2}+t^{2}\right) e(\psi, \phi)-2 \operatorname{tr} \operatorname{Im} \psi_{r}^{\dagger} \psi-2 t \phi_{t}\left(\phi+r \phi_{r}\right)+\phi^{2}\right] d x \\
& =\text { const. } \tag{20}
\end{align*}
$$

This follows by multiplying (11) by $r^{2}+t^{2}$, multiplying (14) by $-2 t x^{j}$, and summing, It is this inversional identity that has proven to be quite useful in analogous situations. ${ }^{6,7,12}$

Finally, the three remaining inversional identities have the form

$$
\begin{align*}
& \int\left[\cdots t x^{j} e(\psi, \phi)+\frac{1}{2}\left(t^{2}+2\left(x^{j}\right)^{2}-r^{2}\right) P_{f}(\psi, \phi)+x^{j} \phi \phi_{t}\right. \\
& \left.+\sum_{m \neq j} x^{\dagger} x^{m} P_{m}(\psi, \phi)+\frac{1}{2} \operatorname{Im} \sum_{m \neq j} x^{m} \psi^{\dagger} \alpha_{m} \alpha_{j} \psi\right] d x \\
& =\text { const }(j=1,2,3) \text {. } \tag{21}
\end{align*}
$$

This follows from repeated use of (11) and (14).

## 4. CONSERVATION LAWS FOR THE M-D EQUATIONS

The charge is

$$
\begin{equation*}
\int|\psi|^{2} d x=\text { const } \tag{22}
\end{equation*}
$$

exactly as before. The cone estimate is also the same. When $M=0$, we have an additional quadratic invariant integral. The $4 \times 4$ symmetric matrix

$$
C=\left[\begin{array}{ll}
n & I \\
1 & 0
\end{array}\right]
$$

commutes with each $\alpha_{k}$ as given in Sec. 2. Thus we find

$$
\begin{equation*}
\int \psi^{\dagger} C \psi d x=\text { const. } \tag{23}
\end{equation*}
$$

Subtracting (22) and (23), we find

$$
\int \psi^{\dagger}(I-C) \psi d x=\int\left\{\left|\psi_{1}-\psi_{3}\right|^{2}+\left|\psi_{2}-\psi_{4}\right|^{2}\right\} d x
$$

to be conserved as well. In particular, if $\psi_{1}(x, t)=\psi_{3}(x, t)$ and $\psi_{2}(x, t)=\psi_{4}(x, t)$ at a specific time, then the same is valid at any other time so long as the solution exists, provided $M=0$.

The energy identity, derived similarly as in Sec. 3, takes the form

$$
\begin{equation*}
\frac{\partial}{\partial t} e(\psi, A)=\operatorname{Im} \sum_{k} \frac{\partial}{\partial x^{k}}\left(\psi^{\dagger} \alpha_{k} \psi_{t}\right)+\sum_{j} \frac{\partial}{\partial x^{j}}\left(A_{t}^{0} A_{x^{j}}^{0}-\sum_{k} A_{t}^{k} A_{x^{j}}^{k}\right), \tag{24}
\end{equation*}
$$

$$
\begin{align*}
e(\psi, A)= & \operatorname{Im} \sum_{k} \psi^{\dagger} \mathrm{c}_{k} \psi_{x}{ }^{k}-M \vec{\psi} \psi-g A^{0}|\psi|^{2}-g \sum_{k} A^{k} \psi^{\dagger} \alpha_{k} \psi \\
& \left.+\frac{1}{2}\left[\left(\frac{\partial A^{0}}{\partial t}\right)^{2}+\left|\nabla A^{0}\right|^{2}\right]-\frac{1}{2} \sum_{k}\right]\left[\left(\frac{\partial A^{k}}{\partial t}\right)^{2}+\left|\nabla A^{k}\right|^{2}\right] . \tag{25}
\end{align*}
$$

Energy conservation is therefore expressed by

$$
\begin{equation*}
\int e(\psi, A) d x=\text { const. } \tag{26}
\end{equation*}
$$

Note that the last two terms in (25) have opposite signs. This shows clearly that the Lorentz gauge is not well suited to obtaining a priori estimates.

The other fundamental identity is obtained essentially by multiplying (3b) by $A_{x^{j}}^{0}$, (3c) by $A_{x^{j}}^{k}$, and (3a) by $\psi_{x^{j}}^{\dagger}$ and then taking the imaginary part of this last expression. There results the identity

$$
\begin{gather*}
\frac{\partial}{\partial t} P_{j}(\psi, A)=\frac{1}{2} \frac{\partial}{\partial x^{j}}\left[-\left(\frac{\partial A^{0}}{\partial t}\right)^{2}+\left|\nabla A^{0}\right|^{2}+\sum_{k}\left(\left(\frac{\partial A^{k}}{\partial t}\right)^{2}-\left|\nabla A^{k}\right|^{2}\right)\right] \\
\left.\quad-\operatorname{Im} \sum_{k} \frac{\partial}{\partial x^{k}}\left(\psi^{\dagger} \alpha_{k} \psi_{x}\right\rangle\right)-\sum_{l} \frac{\partial}{\partial x^{l}}\left(A_{x}^{0} A_{x^{l}}^{0}-\sum_{k} A_{x^{k}}^{k} A_{x^{l}}^{k}\right) \tag{27}
\end{gather*}
$$

where the "momentum density" $P_{f}(\psi, A)$ is given by

$$
\begin{equation*}
P_{j}(\psi, A)=\operatorname{Im} \psi_{x}^{\dagger}{ }^{j} \psi-A_{t}^{0} A_{x^{j}}^{0}+\sum_{k} A_{t}^{k} A_{x^{j}}^{k} \quad(j=1,2,3) . \tag{28}
\end{equation*}
$$

Hence the conserved momenta are given by

$$
\int P_{j}(\psi, A) d x=\text { const } \quad(j=1,2,3) .
$$

Using (24) and (27), we can next establish the conservation of angular momenta
$\int\left[x^{j} e(\psi, A)-t P_{j}(\psi, A)+A^{0} A_{t}^{j}-A^{j} A_{t}^{0}\right] d x=\mathrm{const} \quad(j=1,2,3)$
and

$$
\begin{align*}
& \int\left[x^{k} P_{j}(\psi, A)-x^{j} P_{k}(\psi, A)-A^{k} A_{t}^{j}+A^{j} A_{t}^{k}+\frac{1}{2} \operatorname{Im} \psi^{t} \alpha_{j} \alpha_{k} \psi\right] d x \\
& \quad=\text { const } \quad(j \neq k) . \tag{30}
\end{align*}
$$

The remaining identities are valid under the hypothesis that $M=0$.

The dilational identity (with $r=|x|$ )
$\int\left[\operatorname{Im} r \psi_{r}^{\dagger} \psi-t e(\psi, A)-A_{t}^{0}\left(A^{0}+r A_{r}^{0}\right)+\sum_{k} A_{t}^{k}\left(A^{k}+r A_{r}^{k}\right)\right] d x$

$$
\begin{equation*}
=\text { const } \tag{31}
\end{equation*}
$$

follows essentially from multiplying (27) by $x^{j}$ and summing on $j$.

The first inversional identity has the form

$$
\begin{align*}
& \int\left\{\left(r^{2}+t^{2}\right) e(\psi, A)+2 t r \operatorname{Im} \psi^{\dagger} \psi_{r}\right. \\
&+2 t\left[A_{t}^{0}\left(A^{0}+r A_{r}^{0}\right)-\sum_{k} A_{t}^{k}\left(A^{k}+r A_{r}^{k}\right)\right] \\
&\left.+2 \sum_{k} x^{k}\left(A^{0} A_{t}^{k}-A^{k} A_{t}^{0}\right)-3\left(A^{0}\right)^{2}+\sum_{k}\left(A^{k}\right)^{2}\right\} d x=\mathrm{const} . \tag{32}
\end{align*}
$$

This results from the fairly obvious use of (24) and (27). The last two terms in (32) appear via use of the gauge condition.

The last three inversional identities are derived from repeated use of (27), with multipliers apparent from their explicit form:

$$
\begin{align*}
& \int\left\{-t x^{j} e(\psi, A)+\frac{1}{2}\left(t^{2}+2\left(x^{j}\right)^{2}-r^{2}\right) P_{j}(\psi, A)\right. \\
& \quad+\sum_{m \neq j} x^{m}\left[x^{j} P_{m}(\psi, A)+\frac{1}{2} \operatorname{Im} \psi^{\dagger} \alpha_{m} \alpha_{j} \psi+A^{m} A_{t}^{j}-A^{j} A_{t}^{m}\right\rceil  \tag{33}\\
& \left.+x^{j}\left(-A^{0} A_{t}^{0}+\frac{\sum_{\bar{k}}}{} A^{k} A_{t}^{k}\right)-t\left(A^{0} A_{t}^{j}-A^{j} A_{t}^{0}\right)+A^{0} A^{j}\right\} d x \\
& \quad=\text { const } \quad(j=1,2,3) .
\end{align*}
$$

We are not aware of any physical interpretation of (33)。

Finally, we consider the gauge transformation (4) under the choice (6) of $\Phi$. Thus our equations take the form (7) in the Coulomb gauge. We give below the analog of identities (26), (31), (32) in the "primed" variables. These new invariants can be obtained in two ways: (i) They can be derived directly from Eqs. (7) as above, or (ii) they can be rewritten from (26), (31), (32), using (4) and (6). In these calculations we use the relation

$$
\int\left|\nabla A^{0,}\right|^{2} d x=g \int A^{0,}\left|\psi^{\prime}\right|^{2} d x,
$$

which follows from the second of Eqs。(7). We obtain in this manner the following:

Energy conservation:

$$
\begin{align*}
& \frac{1}{2} \int\left|\nabla A^{0,}\right|^{2} d x+\frac{1}{2} \sum_{k}^{\prime} \int\left[\left(\frac{\partial A^{k^{\prime}}}{\partial t}\right)^{2}+\left|\nabla A^{k^{\prime}}\right|^{!}\right] d x \\
& \quad+\int\left(M \psi^{\prime} \psi^{\prime}-\operatorname{Im} \sum_{k} \psi^{\prime \dagger} \alpha_{k} \psi_{x^{\prime}}\right) d x \\
& \quad+g \sum_{k}^{\prime} \int A^{k^{\prime}} \psi^{\prime \dagger} \alpha_{k} \psi^{\prime} d x \equiv \int e^{\prime}\left(\psi^{\prime}, A^{\prime}\right) d x=\mathrm{const} .
\end{align*}
$$

Dilational identity ( $M=0$ ):
$\int\left[t e^{\prime}\left(\psi^{\prime}, A^{\prime}\right)+\operatorname{Im} r \psi_{r}^{\prime^{\dagger}} \psi^{\prime}+\sum_{k} A_{t}^{k^{\prime}}\left(A^{k^{\prime}}+r A_{r}^{k^{\prime}}\right)\right] d x=$ const. (31')
Inversional identity ( $M=0$ ):
$\int\left[\left(r^{2}+t^{2}\right) e^{\prime}\left(\psi^{\prime}, A^{\prime}\right)-2 \sum_{k} x^{k} A^{0^{\prime}} A_{i}^{k^{\prime}}+2 t \operatorname{Im} r \psi_{r}^{\boldsymbol{\beta}^{\dagger}} \psi^{\prime}\right.$

$$
\left.+2 t \sum_{k} A_{t}^{k^{\prime}}\left(A^{k^{\prime}}+r A_{r}^{k^{\prime}}\right)+3\left(A^{0 \prime}\right)^{2}-\sum_{\vec{k}}\left(A^{k^{\prime}}\right)^{2}\right] d x=\text { const. }
$$

Notice that the first two terms in ( $26^{\prime}$ ) now have the same sign. It follows just as in Sec. 3 that for a solution $\psi^{\prime}, A^{0}, A^{\prime}$ of the $\mathrm{M}-\mathrm{D}$ equations (7) in the Coulomb gauge, we have the estimate

$$
\begin{aligned}
\left\|\nabla A^{0^{\prime}}(t)\right\|_{2}^{2} & +\sum_{k}\left[\left\|A_{t}^{t^{\prime}}(t)\right\|_{2}^{2}+\left\|\nabla A^{k^{\prime}}(t)\right\|_{2}^{2}\right] \\
& \leqslant \mathrm{const}\left(1+\left\|\nabla \psi^{\prime}(t)\right\|_{2}\right) .
\end{aligned}
$$
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This paper is concerned with the problem of locally imbedding a null hypersurface in a Riemannian manifold. More precisely, on a one-parameter family of null hypersurfaces, rigged by an arbitrary null vector field, in a four-dimensional space-time manifold, a particular symmetric affine connection is used to derive the corresponding generalized Gauss-Codazzi equations. In addition, expressions are obtained for the projections of the Ricci tensor, which are relevant to the characteristic initial-value problem of general relativity.

## INTRODUCTION

There is a generally satisfactory and well developed theory for the problem of locally imbedding hypersurfaces in a Riemannian space, when such hypersurfaces are themselves Riemannian spaces. ${ }^{1}$ [Following Schouten, we use the term "Riemannian space" to denote a space endowed with a nondegenerate metric tensor, and if in addition, the metric is positive (negative) definite, the space is called ordinary.] However, the same is not true when the imbedded hypersurfaces are characteristic (null, isotropic) hypersurfaces.

From an intrinsic point of view, an $n$-dimensional null manifold is one which has defined on it a degenerate metric of rank $n-1$. Due to this degeneracy, the metric of such a manifold does not induce any affine structure on the manifold, in contradistinction to the case of Riemannian spaces. In order to overcome this problem, one is forced to choose, in a more or less arbitrary way, a linear connection which will depend, in general, upon quantities other than the metric alone. There are many such choices, and in the case where a null manifold is considered as a hypersurface in a Riemannian space, the quantities may be extrinsic to the hypersurface. The choice of connection is the crucial step in the subsequent imbedding theory.

The main objects of this paper are two-fold: After some preliminaries in Secs. 1 and 2, we shall study some aspects of the problem of locally imbedding a one-parameter family of rigged null hypersurfaces, ${ }^{p} N_{3}$ in a four-dimensional spacetime manifold $V_{4}$. We shall do this by, in Sec. 3, making a particular choice of linear connection for ${ }^{p} N_{3}$ and then, in Sec. 4 , calculating the generalized Gauss-Codazzi equations. These may be considered as necessary conditions for ${ }^{p} N_{3}$, with our choice of connection, to be imbedded in $V_{4}$, or simply as expressions for various projections into ${ }^{p} N_{3}$ of the Riemann tensor of $V_{4}$. Previous attempts at this problem have been unsatisfactory for various reasons. Either the choice of connection has been such that it depends on quantities extrinsic to the hypersurfaces, ${ }^{2,3,4,5}$ in which case the geometrical interpretation of the resulting Gauss-Codazzi equations has been unclear, or else it has been such that the Gauss-Codazzi equations can only be derived for a restricted class of null hypersurfaces. ${ }^{5.6}$ With our choice, neither of these problems arises.

In Sec. 5, we pursue our second objective, which is to complete the decomposition of the Riemann tensor of $V_{4}$ into components transverse and normal to ${ }^{p} N_{3}$, and then apply the same procedure to the Ricci tensor of $V_{4}$. The resulting expressions are independent of the metric structure of $V_{4}$, and these results will thus enable us, in a subsequent paper, to study the local characteristic initial-value problem in general relativity from a geometrical viewpoint. (This paper is, in fact, one in an ongoing series relating to a larger program concerned with the Cauchy problem in general relativityPapers I and II are Refs. 7 and 8, respectively.)

In what follows, we shall adopt, in the main, the conventions and notation of Schouten. ${ }^{9}$ In particular, an $X_{n}$ denotes an $n$-dimensional bare manifold; an $L_{n}$ is an $X_{n}$ with a linear connection; in an $A_{n}$ the connection is symmetric, and in a $V_{n}$, the connection is, in addition, the metric connection. Greek indices run from 0 to $n$, and Latin indices from 1 to $n$, where, after Sec. 1, we take $n=4$. For our purposes, a $V_{4}$ will refer specifically to a Riemannian manifold, signature ( +--- ). Main differences and additions to Schouten's notation are as follows: partial derivatives are denoted by a comma; covariant derivatives in $L_{n}\left(A_{n}, V_{n}\right)$ by a semicolon and in $L_{n-1}\left(A_{n-1}\right)$ by a colon; an $N_{3}$ denotes a characteristic hypersurface, signature ( $0--$ ) in $V_{4}$, and a one-parameter family of $X_{n-1}$ 's $\left(L_{n-1}\right.$ 's, $A_{n-1}$ 's) foliating an $X_{n}\left(L_{n}, A_{n}, V_{n}\right)$ will be denoted by ${ }^{p} X_{n-1}\left({ }^{p} L_{n-1},{ }^{p} A_{n-1}\right)$.

Finally, we re-emphasize that all our considerations are purely local; we make no attempt to study the global problems of the geometry of null hypersurfaces in $V_{4}$.

## 1. GEOMETRIC PRELIMINARIES

## A. A rigged ${ }^{p} X_{n-1}$ in an $X_{n}$

In this subsection we shall give a brief résumé of the results concerning a rigged ${ }^{p} X_{n-1}$ in $X_{n}$. Further details may be found in Schouten. ${ }^{10}$

An $X_{n-1}$, with coordinates ' $x^{a}$, in an $X_{n}$, with coordinates $x^{\alpha}$ may be given either by its null form $C^{n}\left(x^{\alpha}\right)=0$ (where $n$ takes a single value), or by its parametric form $x^{\alpha}=B^{\alpha}\left({ }^{\prime} x^{a}\right)$. An $X_{n-1}$ given by its null form induces a oneparameter family ${ }^{p} X_{n-1}$ of $X_{n-1}$ 's in $X_{n}$, given by

$$
\begin{equation*}
C^{n}\left(x^{\alpha}\right)=p \tag{1.1}
\end{equation*}
$$

The parametric equations of ${ }^{p} X_{n-1}$ are

$$
\begin{equation*}
x^{\alpha}=B^{\alpha}\left(x_{(p)}^{a}, p\right) \tag{1.2}
\end{equation*}
$$

where ' $x_{\left(\rho_{0}\right)}^{a}$ are the coordinates of a particular member ${ }^{p_{4}} X_{n-1}$ of ${ }^{p} X_{n-1}$. The one-parameter family given by (1.1) foliates $X_{n}$; that is, any point in $X_{n}$ belongs to precisely one member of ${ }^{p} X_{n-1}$.

The connecting quantities $B_{a}^{\alpha}$, where

$$
\begin{equation*}
B_{a}^{\alpha} \stackrel{\text { def }}{=} B_{, a}^{\alpha} \tag{1.3}
\end{equation*}
$$

are used as projection operators. For example if $w_{\alpha}$ is a covariant vector of $X_{n}$, then $B_{a}^{\alpha} w_{a} \stackrel{\text { def }}{=}{ }^{\prime} w_{a}$ are the components of the projection of $w_{\alpha}$ into $X_{n-1}$, in the coordinates of ${ }^{\rho} X_{n-1}$. Similarly, if $\varepsilon^{a}$ is a contravariant vector field in ${ }^{p} X_{n-1}$, then $B_{e}^{\alpha \prime} v^{e} \stackrel{\text { def }}{=} v^{\alpha}$ are the components of $v^{a}$, considered as a vector of $X_{n}$, in the coordinates of $X_{n}$.

To make our notation absolutely consistent, we should refer to object fields $\Phi$ (indices suppressed) in ${ }^{p} X_{n-1}$ as either ${ }^{p} \Phi$, which would denote the one-parameter family of $\Phi$ 's defined throughout $X_{n}$, or as ${ }^{p_{0}} \Phi$, which would denote $\Phi$ defined only on one particular ${ }^{p_{0}} X_{n-1}$. However, since it will always be made clear from the text which we mean, we shall omit this superscript, for ease of presentation.

In order to project contravariant vector fields of $X_{n}$ into ${ }^{\rho} X_{n-1}$, or to form a vector field in $X_{n}$ corresponding to a covariant vector field in ${ }^{p} X_{n-1}$, we must first rig ${ }^{p} X_{n-1}$. This means that we must define a direction at each point of $X_{n}$ which does not lie in the member of ${ }^{p} X_{n-1}$ through that point. In practice, this is done by defining a contravariant vector field $\bar{C}_{n}^{\alpha}$ in $X_{n}$, which nowhere lies in ${ }^{p} X_{n-1}$. Such a vector field is said to rig, or transvect ${ }^{p} X_{n-1}$. The covariant normal to ${ }^{\rho} X_{n-1}$ is given by $C_{\alpha}^{n} \stackrel{\text { def }}{=} C^{n}{ }_{, \alpha}$. In general, we have $\bar{C}_{n}^{\alpha} C_{\alpha}^{n}=\lambda\left(x^{\alpha}\right) \neq 0$. If we define $C_{n}^{\alpha} \stackrel{\text { def }}{=} \lambda^{-1} \bar{C}_{n}^{\alpha}$, then $C_{n}^{\alpha}$ is also a rigging field, in the direction of $\bar{C}_{n}^{\alpha}$, which satisfies the so-called first normalizing condition,

$$
\begin{equation*}
C_{n}^{\alpha} C_{\alpha}^{n}=1 \tag{1.4}
\end{equation*}
$$

By virtue of the rigging field $C_{n}^{\alpha}$, we may form the connecting quantities (projection operators) $B_{a}^{a}$. The projection operators satisfy

$$
\begin{equation*}
B_{a}^{\alpha} C_{\alpha}^{n}=B_{a}^{a} C_{n}^{\alpha}=0, \quad B_{\alpha}^{a} B_{b}^{\alpha}=\mathcal{S}_{b}^{a} . \tag{1.5}
\end{equation*}
$$

We define further the projection operators

$$
\begin{equation*}
B_{\beta}^{\alpha}=B_{\beta}^{e} B_{e}^{\alpha}, \quad C_{\beta}^{\alpha}=C_{\beta}^{n} C_{n}^{\alpha} \tag{1.6}
\end{equation*}
$$

## Under a transformation

$C_{n}^{\alpha} \rightarrow \sigma C_{n}^{\alpha}, C_{\alpha}^{n} \rightarrow \sigma^{-1} C_{\alpha}^{n}\left[\sigma=\sigma\left(x^{\alpha}\right)\right]$, which preserves (1.4), the projection operators $B_{a}^{\alpha}, B_{\alpha}^{a}, B_{\beta}^{\alpha}$, and $C_{\beta}^{\alpha}$ are invariant.

We have the fundamental relationship

$$
\begin{equation*}
B_{\beta}^{\alpha}+C_{\beta}^{\alpha}=\delta_{\beta}^{\alpha}, \tag{1.7}
\end{equation*}
$$

and using (1.7), we may write any contravariant vector $v^{\alpha}$ of $X_{n}$ in the form

$$
v^{\alpha}=B_{\beta}^{\alpha} v^{\beta}+C_{\beta}^{\alpha} \nu^{\beta}
$$

where ' $v^{\alpha} \stackrel{\text { def }}{=} B_{\beta}^{\alpha} v^{\beta}$ is the ${ }^{P} X_{n-1}$, or transverse part of $v^{\alpha}$, and " $v^{\alpha}$ is the component of $v^{\alpha}$ in the direction of the rigging, or normal part. Similar remarks apply to covariant vectors and higher order tensors in $X_{n}$. For example, any symmetric contravariant tensor $T^{\alpha \beta}$ of order 2 may be written in the form

$$
\begin{equation*}
T^{\alpha \beta}=B_{\gamma \delta}^{\alpha \beta} T^{\gamma \delta}+2 B_{\gamma}^{(\alpha} C_{\delta}^{\beta)} T^{\gamma \delta}+C_{\gamma \delta}^{\alpha \beta} T^{\gamma \delta}, \tag{1.8}
\end{equation*}
$$

where $B_{\text {def }}^{\alpha \beta}$ is shorthand for $B_{\gamma}^{\alpha} B_{\delta}^{\beta}$, etc. Then ${ }^{\prime} T^{\alpha \beta}=B_{\gamma \delta}^{\alpha \beta} T^{\gamma \delta}$ is the transverse-transverse (or t-t) part of $T^{\alpha \beta}, B_{\gamma}^{(\alpha} C_{\delta}^{\beta)} T^{\gamma \delta}$ is the transverse-normal (or $\mathrm{t}-\mathrm{n}$ ) part, and $C_{\gamma \delta}^{\alpha \beta} T^{\gamma \delta}$ is the normal-normal (or $\mathrm{n}-\mathrm{n}$ ) part. Any tensor written in the form (1.8) is said to be decomposed into its transverse and normal parts, or projections, relative to ${ }^{p} X_{n-1}$.

## B. Lie derivatives in a rigged ${ }^{p} X_{n-1}{ }^{11}$

The Lie derivative of a tensor field defined on ${ }^{p} X_{n-1}$ w.r.t. a vector field $v^{\alpha}$ in $X_{n}$ is not, a priori, well defined. However, by means of the projection operators $B_{a}^{\alpha}$ and $B_{a}^{a}$, we may form the tensor field in $X_{n}$ corresponding to the given tensor field in ${ }^{p} X_{n-1}$. We may take the Lie derivative of the former in the usual way. We then define the Lie derivative of a tensor field in ${ }^{p} X_{n-1}$ as the components in ${ }^{p} X_{n-1}$ of the Lie derivative of the corresponding tensor field in $X_{n}$. That is, for any tensor field ' $T_{\ldots b}^{a_{n}}$ in ${ }^{p} X_{m-1}$, and any contravariant vector field $v^{\alpha}$ in $X_{n}$, we define $£_{v}^{\prime} T_{\ldots b}^{a \ldots .}$ by

$$
\begin{equation*}
£_{\nu}^{\prime} T^{a \ldots b}=B_{c \ldots b}^{a \ldots \beta} £_{y} B_{c \ldots \beta}^{\alpha \ldots f_{i}^{\prime}} T_{\ldots, \ldots}^{e, \ldots} \tag{1.9}
\end{equation*}
$$

Should $v^{\alpha}$ itself lie in ${ }^{p} X_{n-1}$, i.e., if $v^{\alpha}=B_{\beta}^{\alpha} v^{\beta}$, then the Lie derivative of $T_{\ldots b}^{a} . .6$ will be the same whether computed by the definition (1.9) or by taking the Lie derivative in the usual way, as is clearly possible in this case.

## C. Covariant derivatives in a rigged ${ }^{p} L_{n-1}$ in an $L_{n} \cdot{ }^{12}$

Suppose that we have an ${ }^{p} L_{n-1}$ in $L_{n}$ with connections $' \Gamma_{b c}^{a}$ and $\Gamma_{\beta_{\gamma}}^{\alpha}$, respectively. Let $\mathscr{C}: x^{\alpha}=x^{\alpha}(s)$ be some arbitrary curve, parametrized by $s$, within ${ }^{p_{0}} L_{n-1}$, for some $p=p_{0}$. For any tensor field $T_{\ldots, \beta}^{\alpha \ldots}$ of $L_{n}$, the absolute derivative along $\mathscr{C}$ is given, using (1.3), by

$$
\begin{equation*}
\frac{D T_{\ldots \beta}^{\alpha \ldots \ldots}}{D s} \stackrel{\text { def }}{=} T_{\ldots \beta ; \gamma}^{\alpha \ldots} \frac{d x^{\gamma}}{d s}=T_{\ldots \beta ; \gamma}^{\alpha \ldots} B_{e}^{\gamma} \frac{d^{\prime} x^{\rho}\left(\rho_{o}\right)}{d s} \tag{1.10}
\end{equation*}
$$

We now define the covariant derivative of $T_{\ldots}^{\alpha \ldots}$ w.r.t. ${ }^{\prime} \Gamma_{b c}^{a}$ by

$$
\begin{equation*}
\frac{D T_{\ldots \beta}^{\alpha \ldots . .}}{D s} \stackrel{\text { def }}{=} T_{\ldots \beta: e}^{\alpha \ldots} \frac{d^{\prime} x_{\left(p_{0}\right)}^{e}}{d s} \tag{1.11}
\end{equation*}
$$

Since $\mathscr{C}$ and $p_{0}$ are arbitrary, (1.10) and (1.11) give

$$
\begin{equation*}
T_{\ldots \ldots ; c}^{\alpha_{\ldots, c}}=T_{\ldots, \beta_{;} \gamma}^{\alpha_{c}} B_{c}^{\gamma} . \tag{1.12}
\end{equation*}
$$

Suppose that we have some arbitrary vector field $v^{\alpha}=B_{c}^{\alpha^{\prime}} v^{e}$ in $L_{n}$ which lies in ${ }^{p} L_{n-1}$. From (1.12) we obtain ${ }^{\prime} v^{c} B_{e: c}^{\alpha}+B_{e}^{\alpha} v^{e}{ }_{, c}+B_{e}^{\alpha \prime} \Gamma_{c f}^{e} v^{f}{ }^{\text {def }} \stackrel{\left(B_{e}^{\alpha \prime} v^{\ell}\right)_{, c}+\Gamma_{\gamma \beta}^{\alpha} B_{e}^{\beta^{\prime}} v^{e} B_{c}^{\gamma} .}{ }$

Since ' $v$ ' is arbitrary, the above equation defines $B_{b: c}^{a}$ by

$$
\begin{equation*}
B_{b: c}^{\alpha} \stackrel{\text { def }}{=} B_{b, c}^{\alpha}-B_{e}^{\alpha \prime} \Gamma_{c b}^{e}+B_{b c}^{\beta \gamma} \Gamma_{\gamma \beta}^{\alpha} . \tag{1.13}
\end{equation*}
$$

We emphasize that the above results are simply definitions, and entirely independent of the specific choice of connection in $L_{n}$ or ${ }^{p} L_{n-1}$.

Let us now suppose that ' $\Gamma_{b c}^{a}$ and $\Gamma_{\beta \gamma}^{\alpha}$ are both symmetric, that is, ${ }^{p} L_{n-1}$ and $L_{n}$ are an ${ }^{p} A_{n-1}$ and $A_{n}$, respectively. Then, remembering (1.3), we see that

$$
\begin{equation*}
B_{b: c}^{\alpha}=B_{(b: c)}^{\alpha} \tag{1.14}
\end{equation*}
$$

Covariantly differentiating (1.12), with ' $v^{\alpha}$ substituted for $T_{\ldots \beta}^{\alpha \ldots}$ gives
$' v^{e} B_{e: c d}^{\alpha}+2 B_{e:(c}^{\alpha} v^{\prime}{ }_{: d)}+B_{e}^{\alpha \prime} v^{e}{ }_{: c d}{ }^{\text {def }}=\beta_{d c}^{\delta \gamma} v^{\delta}{ }_{; \gamma \delta}^{\alpha}+v^{\prime} v_{; \gamma}^{\alpha} B_{c: d}^{\gamma}$.
Alternating over $c$ and $d$, and remembering (1.14) we obtain
$' v^{e} B_{e:[c d]}^{\alpha}+\frac{1}{2} B_{e}^{\alpha \prime} R_{d c b}{ }^{e \prime} v^{b} \stackrel{\text { def }}{=} B_{d c e}^{\delta \gamma \beta} R_{\delta \gamma \beta}{ }^{\alpha \prime} v^{e}$.
where $R_{\delta_{\gamma \beta}}{ }^{\alpha}$ is the Riemann tensor of $A_{n}$ and ' $R_{d c b}{ }^{a}$ that of ${ }^{p} A_{n-1}$. Since ' $v^{a}$ is arbitrary, we may use the last equation as the definition of $B_{b:[c d]}^{\alpha}$, giving

$$
\begin{equation*}
B_{b:[c d]}^{\alpha} \stackrel{\text { def }}{=} \frac{1}{2} B_{d c b}^{\gamma \gamma \beta} R_{\delta \gamma \beta}{ }^{\alpha}-\frac{1}{2} B_{a}^{\alpha \prime} R_{d c b}{ }^{a} . \tag{1.15}
\end{equation*}
$$

## 2. INDUCED METRIC STRUCTURE IN ${ }^{p} N_{3}$

In a $V_{4}$, let an ${ }^{p} X_{3}$ be given by the equation $\phi\left(x^{\alpha}\right)=p$, where $\phi$ satisfies $g^{\alpha \beta} \phi_{, \alpha} \phi_{, \beta}=0, g_{\alpha \beta}$ being the metric tensor of $V_{4}$. Then ${ }^{p} X_{3}$ is a one-parameter family of null hypersurfaces foliating $V_{4}$. These hypersurfaces are not in themselves Riemannian spaces, since, as we shall demonstrate shortly, each member of ${ }^{p} X_{3}$ has induced upon it a degenerate metric tensor of rank 2 , signature ( $0--$ ), which makes ${ }^{p} X_{3}$ an ${ }^{P} N_{3}$.

The covariant normal to ${ }^{P} N_{3}$ is $\phi_{, \alpha}$ and $k^{\alpha} \propto g^{\alpha \beta} \phi_{, \beta}$ is any tangent vector field to the congruence of null geodesics ruling ${ }^{p} N_{3}$, Using $k_{\alpha}$ as a basis vector in $V_{4}$, we may complete the basis by introducing the real null vector $n_{\alpha}$, and the complex null vector $m_{\alpha}$, defined by

$$
\begin{align*}
& g_{\alpha \beta}=2 k_{(\alpha} n_{\beta)}-2 m_{(\alpha} \bar{m}_{\beta)},  \tag{2.1}\\
& k_{\alpha} n^{\alpha}=-m_{\alpha} \bar{m}^{\alpha}=1, \tag{2.2}
\end{align*}
$$

all other scalar products zero.
The null tetrad ( $k_{\alpha}, n_{\alpha}, m_{\alpha}, \bar{m}_{\alpha}$ ) is not uniquely defined by (2.1) and (2.2). The most general transformations of the tetrad preserving the direction of $k^{\alpha}$ are the so-called null rotations about $k^{a}$, given by

$$
\begin{equation*}
k^{\alpha} \rightarrow A k^{\alpha} \tag{2.3a}
\end{equation*}
$$

$$
\begin{align*}
& n^{\alpha} \rightarrow A^{-1} n^{\alpha}-D m^{\alpha}-\bar{D} \bar{m}^{\alpha}+A D \bar{D} k^{\alpha},  \tag{2.3b}\\
& m^{\alpha} \rightarrow e^{i E}\left(m^{\alpha}-A \bar{D} k^{\alpha}\right), \tag{2.3c}
\end{align*}
$$

where $A$ and $E$ are real, $A>0$, and $D$ a complex function of $x^{\alpha}$.

The necessary and sufficient condition that any null vector $q^{\alpha}$, say, lies in ${ }^{p} N_{3}$, is that $q^{\alpha} \propto k^{\alpha} \Longleftrightarrow q^{\alpha} k_{\alpha}=0$. Hence it is clear from (2.2) that $n^{\alpha}$ transvects ${ }^{p} N_{3}$. Furthermore, it is easy to show that (2.3) allows $n^{\alpha}$ to be transformed into any null vector field with the same time sense as $n^{\alpha}$, and not parallel to $k^{\alpha}$. Hence $n^{\alpha}$ is the most general null vector field transvecting ${ }^{p} N_{3}$. Since $k_{\alpha} \propto \phi_{, \alpha}$ and $n^{\alpha}$ and $k_{\alpha}$ satisfy the first normalizing condition (1.4), we may, as described in Sec. 1 A , use these vectors to form the projection operators $B_{a}^{\alpha}, B_{\alpha}^{\alpha}, B_{\beta}^{\alpha}$, and $C_{\beta}^{\alpha}$. Equations (1.5), (1.6), and (1.7) yield, in particular,

$$
B_{b}^{\alpha} B_{\alpha}^{a}=\delta_{b}^{a}, \quad B_{a}^{\alpha} k_{\alpha}=B_{\alpha}^{a} n^{\alpha}=0, \quad B_{\beta}^{\alpha}=\delta_{\beta}^{\alpha}-n^{\alpha} k_{\beta},
$$

relationships which will be used frequently and without reference in the remainder of this paper.

If we project the null tetrad spanning $V_{4}$ in its contravariant and covariant forms into ${ }^{P} N_{3}$, we see using (2.2) that the contravariant and covariant triads

$$
T_{(a)}^{\alpha}=\left(k^{\alpha}, m^{\alpha}, \bar{m}^{\alpha}\right), \quad T_{\alpha}^{(\alpha)} \stackrel{\text { def }}{=}\left(n_{\alpha}, m_{\alpha}, \bar{m}_{\alpha}\right)
$$

respectively, span ${ }^{p} N_{3}$. These triads in hypersurface coordinates are given by

$$
\begin{aligned}
& T_{(a)}^{a} \stackrel{\text { def }}{=} B_{\alpha}^{a} T_{(a)}^{\alpha} \stackrel{\text { def }}{=}\left(k^{a}, m^{a}, \bar{m}^{\alpha}\right), \\
& T_{a}^{(a)}=B_{a}^{\alpha} T_{a}^{(a)} \stackrel{\text { def }}{=}\left(n_{a}, m_{a}, \bar{m}_{a}\right),
\end{aligned}
$$

respectively. The scalar products between the triad members are from (2.2) clearly

$$
\begin{equation*}
k^{e} n_{e}=-m^{e} \bar{m}_{e}=1 \tag{2.4}
\end{equation*}
$$

all others zero.
The covariant metric tensor of ${ }^{p} N_{3}$, induced by virtue of its imbedding in $V_{4}$, is given by ${ }^{13}$

$$
\begin{equation*}
' g_{a b} \equiv B_{a b}^{\alpha \beta} g_{\alpha \beta} ; \tag{2.5}
\end{equation*}
$$

' $g_{a b}$ possesses a single eigendirection of eigenvalue zero, defined by $k^{a}$, since from (2.1), (2.4), and (2.5) we have

$$
\begin{equation*}
' g_{a b}=-2 m_{(a} \bar{m}_{b)} \Rightarrow ' g_{a e} k^{e}=0 . \tag{2.6}
\end{equation*}
$$

Equation (2.6) implies that ' $g_{a b}$ is degenerate, with determinant of rank 2. Due to this degeneracy, ' $g_{a b}$ cannot be inverted to give a contravariant metric ${ }^{\prime *} g^{a b}$ satisfying
${ }^{\prime} * g^{a e \prime} g_{b e}=\delta_{b}^{a}$. Instead we introduce a substitute contravariant metric given by

$$
\begin{equation*}
' g^{a b} \equiv B_{\alpha \beta}^{a b} g^{\alpha \beta}=-2 m^{(a} \bar{m}^{b)} \tag{2.7}
\end{equation*}
$$

Hence ' $g^{a b}$ is simply the projection of $g^{\alpha \beta}$ into ${ }^{p} N_{3} . g^{a b}$ and ' $g_{a b}$ satisfy

$$
\begin{align*}
& ' g_{a e} g_{b f} g^{e f}=' g_{a b},  \tag{2.8a}\\
& ' g^{e b} n_{e}=0,  \tag{2.8b}\\
& ' g^{a e \prime} g_{b e}=\delta_{b}^{a}-k^{a} n_{b} . \tag{2.8c}
\end{align*}
$$

In fact, from an intrinsic point of view, given ' $g_{a b}$ and $n_{a}$ on ${ }^{p} N_{3}$, (2.8) defines ' $g^{a b}$ uniquely.

The tetrad transformations (2.3) induce the following transformations in the triad vectors:

$$
\begin{align*}
& k^{a} \rightarrow A k^{a},  \tag{2.9a}\\
& m^{a} \rightarrow e^{i E}\left(m^{a}-A \bar{D} k^{a}\right),  \tag{2.9~b}\\
& n_{a} \rightarrow A^{-1} n_{a}-D m_{a}-\bar{D} \bar{m}_{a},  \tag{2.9c}\\
& m_{a} \rightarrow e^{i E} m_{a}, \tag{2.9d}
\end{align*}
$$

where $A, D$, and $C$ are now functions of ' $x_{(p)}^{a}$ and $p$. The covariant metric ' $g_{a b}$ of ${ }^{p} N_{3}$ is invariant under (2.9); ' $g g^{a b}$ is invariant only under the subgroup of (2.9) given by $D=0$.

## 3. AN INTRINSIC AFFINE CONNECTION FOR ${ }^{p} \mathbf{N}_{3}$

Ideally, we should like to construct on ${ }^{p} N_{3}$ a symmetric, metric connection dependent only on quantities intrinsic to ${ }^{p} N_{3}$. Unfortunately, this is, in general, impossible. In particular, it can be shown that except for a very narrow class of null manifolds, no linear connection which is both metric and symmetric can be constructed. ${ }^{14}$ A number of authors have considered the problem of constructing a connection on an $N_{3}$, considering variously either the symmetric ${ }^{2,3,4,5,13}$ or metric ${ }^{6}$ property to be more fundamental. Of these connections, only two (Refs. 6 and 15) are intrinsic to $N_{3}$. The point of view we shall adopt is that it is necessary for the connection to be intrinsic if it is to be geometrically meaningful. To this end, we shall choose the intrinsic, symmetric, nonmetric connection first introduced by Dautcourt ${ }^{\text {s }}$; our motivation being simply that it turns out, with this choice, that we can derive a set of generalized Gauss-Codazzi equations whose geometrical interpretation is clear, and which also have useful physical applications in general relativity.

Dautcourt's connection is given by ${ }^{15}$

$$
\begin{equation*}
' \Gamma_{b c}^{a}=\frac{1}{2} g^{a c}\left(g_{b e, c}+{ }^{\prime} g_{c e, b}-' g_{b c, e}\right)+k^{a} n_{(b, c)} \tag{3.1}
\end{equation*}
$$

From its definition, it is clear that ' $\Gamma_{b c}^{a}$ is not invariant under (2.9), although it is invariant under the subgroup $A=1, D=0$. This is unfortunate and differs from the case of the metric connection in $V_{4}$ which is independent of the related transformations (2.3). However, it is the case, from an intrinsic point of view, given ' $g_{a b}$ and $n_{a}$, that ' $\Gamma_{b c}^{a}$ is uniquely determined [by (2.4), (2.6), and (2.8)]. This is as much as we can really hope for; in a $V_{3}$, the metric connection is determined by the six independent functions contained in the metric of $V_{3}$. In an $N_{3}$, the metric contains only three independent functions, and thus one might expect that more information would be required to determine a connection. This is indeed the case; giving $n_{a}$ is equivalent to specifying another three independent functions.

By projecting ' $\Gamma_{b c}^{a}$ into $V_{4}$, one can readily show, using (2.5) and (2.7), that

$$
\begin{equation*}
' \Gamma_{b c}^{a}=B_{\alpha b c}^{a \beta \gamma} \Gamma_{\beta \gamma}^{\alpha}+B_{a}^{\alpha} B_{b, c}^{\alpha}+B_{\alpha b c}^{a \beta \gamma} k^{\alpha} n_{(\beta ; \gamma)}, \tag{3.2}
\end{equation*}
$$

where $\Gamma_{\beta \gamma}^{\alpha}$ is the metric connection of $V_{4}$. From (3.2), we see that the connection ' $\Gamma_{b c}^{a}$ of ${ }^{p} N_{3}$ in $V_{4}$ is determined by the
metric of $V_{4}$, and the rigging field $n^{\alpha}$. For the rest of the paper, we shall assume that a rigged ${ }^{p} N_{3}$ in $V_{4}$ is in addition an ${ }^{P} A_{3}$ with connection given by (3.2).

At this stage it is convenient to define certain tensor fields induced in ${ }^{P} N_{3}$ by virtue of its imbedding in $V_{4}$ and its rigging. We define (cf. Schouten ${ }^{2}$ ):

$$
\begin{align*}
& l_{c b} \stackrel{\text { def }}{=}-B_{c b}^{\gamma \beta} n_{\beta ; \gamma}  \tag{3.3a}\\
& l_{c}^{a} \stackrel{\text { def }}{=}-B_{c \alpha}^{\gamma a} n^{\alpha}{ }_{; \gamma},  \tag{3.3b}\\
& h_{c}^{a} \stackrel{\text { def }}{=}-B_{c \alpha}^{\gamma a} k^{\alpha}{ }_{i \gamma},  \tag{3.3c}\\
& h_{c b}=h_{(c b)} \stackrel{\text { def }}{=}-B_{c b}^{\gamma \beta} k_{\beta ; \gamma} \tag{3.3d}
\end{align*}
$$

Substituting (3.3a) in (3.2) gives

$$
\begin{equation*}
' \Gamma_{b c}^{a}=B_{\alpha b c}^{a \beta \gamma} \Gamma_{\beta \gamma}^{\alpha}+B_{a}^{a} B_{b, c}^{\alpha}-k^{a} l_{(b c)} . \tag{3.4}
\end{equation*}
$$

The quantities defined by (3.3) are apparently implicitly dependent on $\Gamma_{\beta \gamma}^{\alpha}$. This is undesirable, since for example, (3.4) does not give ' $\Gamma_{b c}^{a}$ explicitly in terms of $\Gamma_{\beta \gamma}^{\alpha}$. However, remembering $k_{\alpha} \propto \phi_{, \alpha}$, and writing

$$
\begin{equation*}
k_{\alpha \alpha}=e^{\rho} \phi_{. \alpha}, \tag{3.5}
\end{equation*}
$$

where $\rho$ is some arbitrary scalar function, we may show in a straightforward manner using (1.9), (2.1), (2.2), (2.5), (2.7), and (3.5), that the definitions (3.3) lead to

$$
\begin{align*}
& l_{c b}=-\frac{1}{2} £^{\prime}, g_{c b}+\rho_{(c c} n_{b)}+n_{\lfloor c, b]},  \tag{3.6a}\\
& l_{c}^{a}={ }^{\prime} g^{a e} l_{c e},  \tag{3.6b}\\
& h_{c}^{a}=-\frac{1}{2} g^{a e} £^{\prime}{ }_{k} g_{c e}-k^{e} l_{c e} k^{a},  \tag{3.6c}\\
& h_{c b}={ }^{\prime} g_{e b} h_{c}^{e}=-\frac{1}{2} £^{\prime}{ }_{k} g_{c b} . \tag{3.6d}
\end{align*}
$$

We see that (3.6) are independent of $\Gamma_{\beta \gamma}^{\alpha}$ and ' $\Gamma_{b c}^{a}$. In particular, substituting (3.6a) in (3.4) gives us an expression for ' $\Gamma_{b c}^{a}$ explicitly in terms of $\Gamma_{\beta \gamma}^{\alpha}$ (This result was first due to Dautcourt ${ }^{16}$.)

In contrast to the case of an ordinary $V_{3}$ in $V_{4}{ }^{1}$, we see that $h_{c b}$ is now intrinsic to ${ }^{p} N_{3}$, and $l_{c b}$ (equivalently $£^{\prime}{ }_{n} g_{c b}$ ) now defines the extrinsic curvature of ${ }^{p} N_{3}$. We shall refer to $l_{c b}$ therefore, and not $h_{c b}$, as the second fundamental form of ${ }^{p} N_{3}$.

The Appendix contains some relations which are a direct consequence of the definition of $\Gamma_{b c}^{a}$ in (3.1), and the definitions (3.3), and which are used in some of the ensuing calculations in Secs. 4 and 5.

## 4. THE GAUSS-CODAZZI EQUATIONS

Suppose we are given a rigged ${ }^{P} N_{3}$ in $V_{4}$, as described in Sec.3. The imbedding of ${ }^{p} N_{3}$ in $V_{4}$ is determined by the functions $B^{\alpha}$, the covariant normal $\phi_{, \alpha}$ (or equivalently $k_{\alpha}$ ) and the rigging field $n^{\alpha}$. Using (1.13) and (3.3d), we may rewrite (3.4) as
$B_{b: c}^{\alpha} \stackrel{\text { def }}{=} B_{b, c}^{\alpha}+B_{e}^{\alpha \prime} \Gamma_{b c}^{e}-B_{b c}^{\beta \gamma} \Gamma_{\beta \gamma}^{\alpha}=n^{\alpha} h_{b c}+B_{e}^{\alpha} k^{e} l_{(b c)}$.

Similarly, we may rewrite (3.3b) and (3.3d), using (1.12), as

$$
\begin{align*}
& n_{: c}^{\alpha}{ }_{c}^{\text {def }} \equiv n_{; \gamma}^{\alpha} B_{c}^{\gamma}=-B_{e}^{\alpha} l_{c}^{e}-n^{\alpha} l_{c e} k^{e},  \tag{4.1b}\\
& B_{b}^{\beta} k_{\beta \cdot c} \stackrel{\text { def }}{=} B_{b c}^{\beta \gamma} k_{\beta ; \gamma}=-h_{c b} . \tag{4.1c}
\end{align*}
$$

We may formally regard Eq. (4.1) as differential equations for the quantities $B^{\alpha}, n^{\alpha}$, and $k_{\alpha}$ (cf. Schouten for the imbedding of an $A_{n-1}$ in $E_{n}{ }^{16}$ and a $V_{n-1}$ in $R_{n}{ }^{17}$ ), however, the significance of (4.1) in the present case is that the integrability conditions for these equations lead to relationships between quantities of ${ }^{\rho} N_{3}$ and $V_{4}$.

The integrability conditions for (4.1a) are, using (1.15),

$$
\begin{aligned}
B_{b:[c d]}^{\alpha} & \stackrel{\text { def }}{=} \frac{1}{2} B_{d c b}^{\delta \gamma \beta} K_{\delta \gamma \beta}{ }^{\alpha}-\frac{1}{2} B_{e}^{\alpha \prime} R_{d c b}^{e} \\
& =\left(n^{\alpha} h_{b[c}\right)_{: d]}+\left(B_{e}^{\alpha} k^{e} l_{(b[c)}\right)_{d d]},
\end{aligned}
$$

where $K_{\delta \gamma \beta}{ }^{\alpha}$ is the Riemann tensor of $V_{4}$, and all symmetrizations are to be performed before antisymmetrizations. Using (4.1) in the above equation, we obtain

$$
\begin{aligned}
2 B_{b:[c d]}^{\alpha} \stackrel{\text { def }}{=} & B_{d c b}^{\delta \gamma \beta} K_{\delta \gamma \beta}^{\alpha}-B_{e}^{\alpha \prime} R_{d c b}^{e} \\
= & 2 n^{\alpha}\left(h_{b[c: d]}-h_{b[c} l_{d]} k^{e}\right) \\
& +2 B_{e}^{\alpha}\left(k^{e} l_{(b[c): d]}-h_{b[c} l_{d]}^{e}-l_{(b[c)} h_{d]}\right),
\end{aligned}
$$

where, from (1.12) and (3.3c) we have used the fact that

$$
k^{a}{ }_{: d} \stackrel{\text { def }}{=} B_{d}^{\delta} k^{\alpha}{ }_{i \gamma}=-B_{e}^{\alpha} h_{d}{ }^{e} .
$$

Transvecting (4.2) with $B_{\alpha}^{a}$ gives

$$
\begin{aligned}
2 B_{\alpha}^{a} B_{b:[c d]}^{\alpha} & \stackrel{\text { def }}{=} B_{d c b \alpha}^{\delta \gamma \beta a} K_{\delta \gamma \beta}{ }^{\alpha}-R_{d c b}{ }^{a} \\
& =2 k^{a} l_{(b[c): d]}-2 h_{b \mid c} l_{d]}{ }^{a}-2 l_{(b[c)} h_{d]}{ }^{a} .
\end{aligned}
$$

Ostensibly, we could obtain another set of integrability conditions for (4.1a) by transvecting (4.2) with $k_{\alpha}$. However, we may show that

$$
k_{\alpha} B_{b: \mid c d]}^{\alpha}={ }^{\prime} g_{e b} k^{f^{\prime}} B_{\alpha}^{e} B_{f:[c d]}^{\alpha}-g_{e b} k_{:[c d]}^{e}
$$

and hence (4.3) are the only independent equations in (4.2). We may also obtain the integrability conditions for (4.1b) and (4.1c) but since we may show that

$$
\begin{aligned}
& B_{\alpha}^{a} n_{:[c d]}^{\alpha}=-g^{a e} n_{f} B_{\alpha}^{f} B_{e:[c d]}^{\alpha}-g^{a e} n_{e:[c d]}, \\
& k_{\alpha} n_{:[c d]}^{\alpha}=-n_{e} k_{:[c d]}^{e}-n_{e} B_{\beta}^{e} B_{f:[c d]}^{\beta} k^{f}, \\
& \left(B_{b}^{\beta} k_{B:[c}\right)_{d]}=-k_{\beta} B_{b:[c d]}^{\beta}-h_{b[c} l_{d]} k^{e},
\end{aligned}
$$

we see that the integrability conditions for (4.1b) and (4.1c) may be derived from (4.3). That is, (4.3) is the only independent set of integrability conditions for (4.1).

Equation (4.3) gives the totally transverse projection of $K_{\delta \gamma \beta}{ }^{\alpha}$ relative to ${ }^{p} N_{3}$. Let us now consider this tensor in its completely covariant form. There are precisely three independent projections of this tensor, namely the totally transverse ( $\mathrm{t}-\mathrm{t}-\mathrm{t}-\mathrm{t}$ ) projection, $B_{d c b a}^{\delta \gamma \beta \alpha} K_{\delta \gamma \beta \alpha}$, the three times transverse, once normal ( $\mathrm{t}-\mathrm{t}-\mathrm{t}-\mathrm{n}$ ) projection, $B_{d c b}^{\delta_{\gamma \beta} K_{\delta \gamma \beta \alpha} n^{\alpha} \text {, and }, ~}$ the twice transverse, twice normal ( $n-t-t-n$ ) projection, $B_{c b}^{\gamma \beta} K_{\delta_{\gamma \beta \alpha}} n^{\delta} n^{\alpha}$. It is straightforward to show, using (2.5) and (1.8), that

$$
\begin{aligned}
& B_{d c b a}^{\delta \gamma \beta \alpha} K_{\delta \gamma \beta \alpha}=\left(\delta_{b}^{\prime \prime} g_{a e}-n_{a}^{\prime} g_{b e} k^{f}\right) B_{d c f \alpha}^{\delta \gamma \beta e} K_{\delta \gamma \beta}^{\alpha}, \\
& B_{d c b}^{\delta \gamma \beta} K_{\delta \gamma \beta \alpha} n^{\alpha}=n_{e} B_{d c b \alpha}^{\delta \gamma \beta e} K_{\delta \gamma \beta}{ }^{\alpha} .
\end{aligned}
$$

Hence both the ( $t-t-t-t)$ and ( $t-t-t-n$ ) projections are determined from (4.3), and using this latter equation we obtain, using (2.6), (2.8c), (3.6), (A1), (A2), and (A3),

$$
\begin{align*}
B_{d c b a}^{\delta \gamma \beta \alpha} K_{\delta \gamma \beta \alpha}= & g_{a e} R_{d c b}{ }^{e}-2 h_{b[c} l_{d] a} \\
& -2 l_{(b[c)} h_{d] a}+2 h_{b \mid c \cdot d]} n_{a},  \tag{4.4a}\\
B_{d c b}^{\delta \gamma \beta} K_{\delta \gamma \beta} n^{\alpha}= & 2 l_{[c|b|: d]}+2 l_{(b[c)} l_{d] \mathrm{e}} k^{e} .
\end{align*}
$$

In analogy with the case of a $V_{n-1}$ in $V_{n}{ }^{1}$, we shall refer to (4.4a) as the generalized equation of Gauss, and (4.4b) as the generalized equation of Codazzi.

## 5. DECOMPOSITION OF THE RIEMANN AND RICCI TENSORS OF $V_{4}$

In the last section, we saw that two of the three independent projections of $K_{\delta \gamma \beta \alpha}$ are given by the generalized Gauss-Codazzi equations (4.4). With (3.6), (4.4) gives these projections in terms of quantities that are independent of the metric structure of $V_{4}$. An expression with the same property for the remaining independent ( $n-t-t-n$ ) projection is obtained by taking the Lie derivative w.r.t. $n^{\alpha}$ of (3.3a). This gives immediately

$$
£_{n} l_{c b}=-B_{c b}^{\gamma \beta} £_{n} n_{\beta ; \gamma}-n_{\beta ; \gamma} B_{c b}^{\alpha \delta_{n}} £_{\alpha \delta}^{\gamma \beta} .
$$

Expanding the R.H.S. of the above, using (1.9), (1.12), (3.3), (3.5), (3.6), and (4.1a) yields, eventually,

$$
\begin{align*}
B_{c b}^{\gamma \beta} K_{\delta \gamma \beta c} n^{\delta} n^{\alpha}= & £_{n} l_{(c b)}+l_{c c} l_{b}^{e}+\left(£_{n} n_{(b}\right)_{: c)} \\
& -k^{e} £_{n} n_{e} l_{(c b)}+\rho_{.(c} \mathfrak{£}_{n} n_{b)} \tag{5.1}
\end{align*}
$$

From (1.8), (2.2), and (2.7) we may write

$$
K_{\gamma \beta} \stackrel{\operatorname{def}}{=} g^{\alpha \delta} K_{\delta_{\gamma \beta \alpha}}={ }^{\prime} g^{e f} B_{f e}^{\alpha \delta} K_{\delta \gamma \beta \alpha}+2 k^{e} B_{e}^{\delta} K_{\delta(\gamma \beta) \alpha} n^{\alpha}
$$

The three independent projections of $K_{\gamma \beta}$ are then given by

$$
\begin{aligned}
& B_{c b}^{\gamma \beta} K_{\gamma \beta}={ }^{\prime} g^{e f} B_{f c b e}^{\delta \gamma \beta \alpha} K_{\delta \gamma \beta \alpha}+2 k^{e} B_{c(c b)}^{\delta \gamma \beta} K_{\delta \gamma \beta \alpha} n^{\alpha}, \\
& B_{c}^{\gamma} K_{\gamma \beta} n^{\beta}=-g^{e f} B_{f c e}^{\delta \gamma \beta} K_{\delta \gamma \beta \alpha} n^{\alpha}-k^{e} B_{c e}^{\gamma \beta} K_{\delta \gamma \beta \alpha} n^{\delta} n^{\alpha}, \\
& K_{\gamma \beta} n^{\gamma} n^{\beta}=g^{e f} B_{f e}^{\gamma \beta} K_{\delta \gamma \beta \alpha} n^{\delta} n^{\alpha},
\end{aligned}
$$

the $(\mathrm{t}-\mathrm{t}),(\mathrm{t}-\mathrm{n})$, and $(\mathrm{n}-\mathrm{n})$ components, respectively. Using (2.8c), (3.6), (4.4), (5.1), (A1), (A2), and (A3) in the above,
we obtain

$$
\begin{align*}
& B_{c b}^{\gamma \beta} K_{\gamma \beta} \\
& ={ }^{\prime} R_{(c b)}+2 £_{k} \tilde{l}_{c b}-2\left(k^{e} \tilde{l}_{e(c)}\right)_{: b)}+4^{\prime} g^{e f} h_{e(c} \tilde{l}_{b) f}-{ }^{\prime} g^{e f} h_{e f} \tilde{l}_{c b} \\
& \quad-g^{e f} \tilde{l}_{e f} h_{c b}-2 k^{e} \tilde{l}_{e(c} £_{k} n_{b)}-2 \tilde{l}_{c e} k^{e} \tilde{l}_{b j} k^{f}+2 \tilde{l}_{e f} k^{e} k^{f} \tilde{l}_{c b} \\
& \quad+2^{\prime} g^{e f} h_{f(c} n_{b): e}+\frac{1}{2}\left(£_{k} n_{(c): b)}-\frac{1}{4} £_{k} n_{b} £_{k} n_{c},\right. \tag{5.2a}
\end{align*}
$$

where ${ }^{\prime} R_{c b}{ }^{\text {def }}=R_{e c b}{ }^{e}, \quad \tilde{l}_{c b}=l_{(c b)}^{\text {def }}:$

$$
\begin{aligned}
& B_{c}^{\gamma} K_{\gamma \beta} n^{\beta} \\
& =-k^{e} £_{n} l_{(c c)}-2 l_{[c: e]}^{e}+l_{e}^{e} l_{c c} k^{f}-2 l_{[c ; e]}^{e} k^{e} l_{c f}-l_{e}^{f} k^{e} n_{c: f} \\
& \quad-\frac{3}{2} l_{c}{ }^{e} £_{k} n_{e}-k^{e}\left(£_{n} n_{(e}\right)_{: c)}+k^{e} £_{n} n_{e} l_{(c f)} k^{f}-k^{e} \rho_{,\left(e^{e}\right.} £_{n} n_{c)} ;
\end{aligned}
$$

$$
\begin{equation*}
K_{\gamma \beta} n^{\gamma} n^{\beta}=£_{n} l_{e}^{e}-l_{e}^{f} l_{f}^{e}-l_{e}^{e} k^{f_{£_{n}}} n_{f}+2 k^{e} l_{e}^{f_{£_{n}}} n_{f} \tag{5.2b}
\end{equation*}
$$

$$
+g^{e f}\left(£_{n} n_{e}\right)_{: f}+\frac{1}{2} g^{e f} £_{n} n_{e} £_{k} n_{f}+g^{e f} \rho_{,^{\prime}} £_{n} n_{f}
$$

## CONCLUSION

Equations (4.4) reveal that the Gauss-Codazzi Equations in our case are in fact not a great deal more complicated than their counterparts for a $V_{3}$ in $V_{4} \cdot{ }^{1}$ It must also be remembered that (4.4) holds for an arbitrary choice of null rigging field $n^{\alpha}$. The essential feature of the expressions we have obtained for the projections of the Ricci tensor in (5.2) is that they are independent of the metric of $V_{4}$. Although these expressions are quite complex, especially when written out fully with the aid of (3.6), in any particular application one invariably makes a specific choice of $n^{\alpha}$, and this leads to considerable simplification.

In a subsequent paper, we shall, by suitable choice of $n^{\alpha}$, analyze the double null initial-value problem in general relativity, ${ }^{17}$ and give a more geometric interpretation than has yet been possible. We also hope to apply the results of this paper to a geometrization of the null-timelike initial-value problem ${ }^{18,19,20}$ and eventually to provide a unification of these two versions of the characteristic initial-value problem in general relativity.
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## APPENDIX

Using (2.2) in the definitions (3.3), we immediately get

$$
\begin{equation*}
h_{c e} k^{e}=l_{c}^{e} n_{e}=0, \quad l_{c e} k^{e}=-h_{c}{ }^{e} n_{e} . \tag{A1}
\end{equation*}
$$

From the form of ' $\Gamma_{b c}^{a}$ given by (3.1), some straightforward calculations lead to the expressions (of which all but the second are given in Ref. 15):

$$
\begin{align*}
& n_{c: b}=n_{[c: b]}=n_{[c, b]}, \\
& k^{a}{ }_{: c}=-g^{a e} h_{c e}+k^{e} n_{c: e} k^{a},  \tag{A2}\\
& { }^{a} g_{b c: d}=2 n_{(b} h_{c) d} \\
& { }^{\prime a b}{ }^{a}=2^{\prime} g^{e(a} k^{b)} n_{c: e}
\end{align*}
$$

Equations (A1) and (A2) lead directly to the following:

$$
\begin{align*}
& k_{:: e}^{\alpha} k^{e}=0, \\
& ' g_{b c: e^{e}} k^{e}=0,  \tag{A3}\\
& g_{e c: d} k^{e}=h_{c d} \\
& k_{: e}^{e}=-g^{e f} h_{e f}
\end{align*}
$$
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A separation of the many-particle kinetic energy into collective and intrinsic components is shown to result simply from a general form of the Laplace-Beltrami operator. The geometric structure of the decomposition is thereby clearly exhibited and the intricate computations previously necessary are eliminated.

## 1. INTRODUCTION

The very considerable successes of the Bohr-Mottelson collective model ${ }^{1,2}$ have motivated a number of publications in recent years addressed to the problem of effecting a change of coordinates on $N$-particle configuration space $\mathbb{R}^{3 N}$ from Cartesian to collective plus intrinsic coordinates. In essence, the various authors consider a Lie group $G$ which acts on $\mathbb{R}^{3 N}$ and decompose $\mathbb{R}^{3 N}$ into orbits of $G$ and a smooth transversal. The collective coordinates are taken to be a chart for the generic orbits while the intrinsic variables are a set of coordinates for the transversal. Thus, Villars ${ }^{3,4}$ and Rowe' took $G=S O(3)$ and obtained microscopic expressions of the rotational model. The full Bohr-Mottelson model for rotations and vibrations, given by the choice $G=\mathrm{GL}_{+}$(3), has been investigated by Zickendraht, ${ }^{6}$ Dzyublik et al., ${ }^{7}$ Rosensteel, ${ }^{8}$ Gulshani and Rowe, ${ }^{9}$ and Weaver, Cusson, and Biedenharn. ${ }^{10}$

The major technical problem is the expression of observables, given in Cartesian coordinates, in terms of the new coordinates. Among these the kinetic energy
$T=-(1 / 2 m) \Sigma_{n=1}^{N} \Sigma_{i=1}^{3} \partial^{2} / \partial x_{n i}^{2}$ has been computed and found to have relatively simple forms. This comes initially as a surprise in view of the complicated manipulations involved in the transformations. The purpose of this note is to exhibit the geometric origin of these simple forms and to show that they emerge directly from a very general form of the La-place-Beltrami operator.

Observe that the many-particle kinetic energy is proportional to the Laplace-Beltrami operator $\Delta$ on $\mathbb{R}^{3 N}$. In terms of an arbitrary coordinate chart $\left(y_{m}\right)$,

$$
\begin{equation*}
T=-\frac{1}{2 m} \Delta=-\frac{1}{2 m} \frac{1}{\sqrt{g}} \sum_{\mu, v} \frac{\partial}{\partial y_{\mu}} \sqrt{g g^{\mu v}} \frac{\partial}{\partial y_{v}} \tag{1}
\end{equation*}
$$

where $g^{\mu \nu}$ is the inverse to the metric $g_{\mu \nu}=g\left(\partial / \partial y_{\mu}, \partial / \partial y_{\nu}\right)$ and $g=\operatorname{det}\left(g_{\mu \nu}\right)$. However, to avoid the unwieldy coordinate change implicit in (1), it is convenient to express $\Delta$ in terms

[^11]of an arbitrary basis $\left\{\pi_{\mu}\right\}$ of vector fields. For an arbitrary Riemannian manifold one readily finds, from the invariant definition of $\Delta,{ }^{11}$
\[

$$
\begin{equation*}
\Delta=\frac{1}{\sqrt{g}} \sum_{\mu, v} \pi_{\mu} \sqrt{g} g^{\mu \nu} \pi_{v}+\sum_{\mu, v}\left(\sum_{\lambda} C_{\lambda \mu}^{\lambda}\right) g^{\mu \nu} \pi_{v} \tag{2}
\end{equation*}
$$

\]

where $g_{\mu \nu}=\mathrm{g}\left(\pi_{\mu}, \pi_{v}\right)$ and $\left[\pi_{\mu}, \pi_{v}\right]=\Sigma_{\lambda} C_{\mu \nu}^{\lambda} \pi_{\lambda}$. This expression clearly coincides with (1) for the special case $\pi_{\mu}=\partial / \partial y_{\mu}$.

For our case of the Euclidean space $\mathbb{R}^{3 N}$, there is a still more convenient expression which eliminates the $\sqrt{g}$ dependence. On $\mathbb{R}^{3 N}$, an arbitrary vector field $\pi_{\mu}$ can be expressed in terms of Cartesian derivatives

$$
\begin{equation*}
\pi_{\mu}=\sum_{n=1}^{N} \sum_{i=1}^{3} A_{\mu}^{n i}(x) \frac{\partial}{\partial x^{n i}} . \tag{3}
\end{equation*}
$$

Thus, if the set of vector fields $\left\{\pi_{\mu}\right\}$ is a basis, Eq. (3) can be inverted to give

$$
\begin{equation*}
\frac{\partial}{\partial x^{n i}}=\sum_{\mu}\left(A^{-1}\right)_{n i}^{\mu} \pi_{\mu} \tag{4}
\end{equation*}
$$

The metric and its inverse in the $\left\{\pi_{\mu}\right\}$ basis are therefore

$$
\begin{align*}
& g_{\mu \nu} \equiv g\left(\pi_{\mu}, \pi_{\nu}\right)=\sum_{n, i} A_{\mu}^{n i} A_{\nu}^{n i},  \tag{5}\\
& g^{\mu \nu}=\sum_{n, i}\left(A^{-1}\right)_{m}^{\mu}\left(A^{-1}\right)_{n i}^{\nu} \tag{6}
\end{align*}
$$

Substituting Eq. (4) into the Cartesian expression $T=-(1 / 2 m) \Sigma_{n, 1} \partial^{2} / \partial x_{n i}^{2}$ for the kinetic energy, we obtain:

$$
\begin{aligned}
T & =-\frac{1}{2 m} \sum_{\mu, v} \sum_{n, i}\left(A^{-1}\right)_{n i}^{\mu} \pi_{\mu}\left(A^{-1}\right)_{n i}^{v} \pi_{v} \\
& =-\frac{1}{2 m} \sum_{\mu, v} \sum_{n, i} \pi_{\mu}\left(A^{-1}\right)_{n i}^{\mu}\left(A^{-1}\right)_{n i}^{v} \pi_{v}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{2 m} \sum_{\mu, v} \sum_{n, i}\left[\pi_{\mu},\left(A^{-1}\right)_{n i}^{\mu}\right]\left(A^{-1}\right)_{n i}^{v} \pi_{v} \\
= & -\frac{1}{2 m} \sum_{\mu, v} \pi_{\mu} g^{\mu v} \pi_{v}-\frac{1}{2 m} \sum_{\mu, v}\left(\sum_{m, j} \frac{\partial}{\partial x_{m j}} A_{\mu}^{m j}\right) g^{\mu v v} \pi_{v} . \tag{7}
\end{align*}
$$

This is the desired form used in this note.
To separate $T$ into collective and intrinsic components, a set of vector fields $\left\{\pi_{\mu}\right\}$ must be chosen to contain a subset of collective momenta, i.e., vector fields on the $G$ orbit, plus a complementary set of intrinsic momenta. A natural choice for the collective momenta, for example, is obtained from the Lie algebra of the group $G$.

If we impose the requirement that the intrinsic momenta be everywhere orthogonal to the collective momenta, it follows that the metric assumes block diagonal form and that the kinetic energy splits into collective and intrinsic parts,

$$
\begin{equation*}
T=T_{\mathrm{coll}}+T_{\mathrm{int}} . \tag{8}
\end{equation*}
$$

We now apply the above results to evaluate $T_{\text {coll }}$ for the cases $G=\mathrm{SO}(3)$ and $G=\mathrm{GL}_{+}(3)$. For the latter case we also evaluate $T_{\mathrm{in}}$.

## 2. SO(3) ORBITS

The tangent space to an orbit surface of $\mathrm{SO}(3)$ is spanned by the angular momentum $L_{k}$,

$$
\begin{equation*}
L_{k}=-i \sum_{i j=1}^{3} \epsilon_{k i j} \sum_{n=1}^{N} x_{n i} \frac{\partial}{\partial x_{n j}}, \quad k=1,2,3 . \tag{9}
\end{equation*}
$$

The metric on the orbit is therefore

$$
\begin{align*}
g_{k}{ }^{\prime} & \equiv g\left(L_{k}, L_{k}\right) \\
& =-\left(\delta_{k^{\prime}{ }^{\prime}} \operatorname{tr} Q-Q_{k^{\prime}, k}\right) \tag{10}
\end{align*}
$$

where $Q_{k^{\prime}, k}=\Sigma_{n=1}^{N} x_{n k}, x_{n k}$ is the quadrupole moment. But, this metric is recognized to be proportional to the rigid body inertia tensor, $g_{k^{\prime} k}=-(1 / m) \mathscr{F}_{k^{\prime} k^{\prime}}$. Moreover, the second term in Eq. (7) is zero, since in this case $\Sigma_{m j}\left(\partial / \partial x_{m j}\right) A_{k}^{m j}=0$. Therefore, the collective kinetic energy is given by

$$
\begin{equation*}
T_{\mathrm{coll}}=\frac{1}{2} \sum_{k^{\prime}, k} L_{k^{\prime}}\left(\mathscr{Y}^{-1}\right)_{k k} L_{k} . \tag{11}
\end{equation*}
$$

This expression is identical to that obtained in Ref. 5 by the much more complicated chain rule method. However, it differs from the expression of Villars ${ }^{3,4}$ who used intrinsic momenta which were not orthogonal to the angular momenta. Consequently his expression for $T$ also contains a coupling term.

## 3. GL.(3) ORBITS

For GL.(3) the construction is entirely similar except that there are now two bases of interest. Both cases are computed below.
(1) One natural basis of vector fields tangent to the GL_(3) orbit surfaces is given by the nine operators $\tau_{i j}$,
$1 \leqslant i, j \leqslant 3$,

$$
\begin{equation*}
\tau_{i j}=-i \sum_{n=1}^{N} x_{n i} \frac{\partial}{\partial x_{n j}} \tag{12}
\end{equation*}
$$

The metric is

$$
\begin{align*}
g_{i^{\prime} j^{\prime}, j} & \equiv g\left(\tau_{i^{\prime} j^{\prime}}, \tau_{i j}\right) \\
& =-\delta_{j^{\prime} j} Q_{i^{\prime} i} \tag{13}
\end{align*}
$$

with inverse

$$
\begin{equation*}
g^{i^{\prime} j, i j}=-\delta_{j^{\prime} j}\left(Q^{-1}\right)_{i^{\prime} i} \tag{14}
\end{equation*}
$$

For the second term in the expression for the Laplace-Beltrami operator, Eq. (7), observe that $A_{i j}^{n k}=-i \delta_{j}^{k} x_{n i}$. Hence,

$$
\begin{equation*}
\sum_{n, k} \frac{\partial}{\partial x_{n k}}\left(A_{i j}^{n k}\right)=-i N \delta_{i j} \tag{15}
\end{equation*}
$$

Therefore, the collective kinetic energy is evaluated to be

$$
\begin{equation*}
T_{\mathrm{coll}}=\frac{1}{2 m} \sum_{i^{\prime} i j} \tau_{i^{\prime} j} Q_{i^{\prime} i}^{-1} \tau_{i j}-\frac{i}{2 m} N \sum_{i, j} Q_{j i}^{-1} \tau_{i j} \tag{16}
\end{equation*}
$$

This expression is similar, but not quite identical, to that given by Weaver, Cusson, and Biedenharn ${ }^{10}$ who restricted their consideration to orbits of the subgroup SL(3) $\subset \mathrm{GL}_{+}(3)$.
(b) There is a second basis for the vector fields on the GL.(3) orbits, which is preferred since it partially separates the rotational from the vibrational degrees of freedom. This basis is defined as follows ${ }^{9}$ :

For each $\mathbf{x} \in \mathbb{R}^{3 N}$, let $R(\mathbf{x}) \in \operatorname{SO}(3)$ denote the orthogonal matrix which diagonalizes the quadrupole moment $Q_{i j}=\Sigma_{n=1}^{N} x_{n i} x_{n j}$. The corresponding eigenvalues are denoted by $\left(\lambda_{1}^{2}(\mathbf{x}), \lambda_{2}^{2}(\mathbf{x}), \lambda_{3}^{2}(\mathbf{x})\right)$. Thus, $R \cdot Q \cdot{ }^{t} R=\operatorname{diag}\left(\lambda_{1}^{2}, \lambda_{2}^{2}, \lambda_{3}^{2}\right)$. Define a basis of vector fields for the $\mathrm{GL}_{+}(3)$ orbit surfaces by $\left\{L_{A}, t_{A}, \mathscr{L}_{A}, A=1,2,3\right\}$, where

$$
\begin{align*}
& L_{A}=\sum_{B, C} \sum_{i, j} \epsilon_{A B C} R_{B i} R_{C i} \tau_{i j},  \tag{17a}\\
& t_{A}=\sum_{i, j} R_{A i} R_{A j} \tau_{i j}  \tag{17b}\\
& \mathscr{L}_{A}=\sum_{B, C} \sum_{i, j} \epsilon_{A B C} \frac{\lambda_{C}}{\lambda_{B}} R_{B i} R_{C j} \tau_{i j} \tag{17c}
\end{align*}
$$

In order to determine the kinetic energy, it is first necessary to compute the metric with respect to this basis. It is found that the only nonzero components to the metric tensor are given by the diagonal entries

$$
\begin{equation*}
g\left(t_{A}, t_{A}\right)=-\lambda_{A}^{2}, \quad(18 a) g\left(L_{A}, L_{A}\right)=-\left(\lambda_{B}^{2}+\lambda_{C}^{2}\right), \tag{18b}
\end{equation*}
$$

$$
\begin{equation*}
g\left(\mathscr{L}_{A}, \mathscr{L}_{A}\right)=-\left(\lambda_{B}^{2}+\lambda_{C}^{2}\right), \quad A, B, C, \text { cyclic } \tag{18c}
\end{equation*}
$$

and the off-diagonal components

$$
\begin{equation*}
g\left(L_{A}, \mathscr{L}_{A}\right)=-2 \lambda_{B} \lambda_{C} . \tag{18d}
\end{equation*}
$$

The inverse to the metric is easily evaluated, since at most a $2 \times 2$ block needs to be inverted in the subspace spanned by $\left\{L_{A}, \mathscr{L}_{A}\right\}$. The inverse is given by

$$
\begin{align*}
& \left(\begin{array}{cc}
\lambda_{B}^{2}+\lambda_{C}^{2} & 2 \lambda_{B} \lambda_{C} \\
2 \lambda_{B} \lambda_{C} & \lambda_{B}^{2}+\lambda_{C}^{2}
\end{array}\right)^{-1} \\
& \quad=\left(\begin{array}{cc}
\frac{\lambda_{B}^{2}+\lambda_{C}^{2}}{\left(\lambda_{B}^{2}-\lambda_{C}^{2}\right)^{2}} & \frac{-2 \lambda_{B} \lambda_{C}}{\left(\lambda_{B}^{2}-\lambda_{C}^{2}\right)^{2}} \\
\frac{-2 \lambda_{B} \lambda_{C}}{\left(\lambda_{B}^{2}-\lambda_{C}^{2}\right)^{2}} & \frac{\lambda_{B}^{2}+\lambda_{C}^{2}}{\left(\lambda_{B}^{2}-\lambda_{C}^{2}\right)^{2}}
\end{array}\right) \tag{19}
\end{align*}
$$

The calculation of the Laplace-Beltrami operator will be completed if we can evaluate the second term in Eq. (7). This requires the computation of the derivatives of the coefficients of the vector fields. If we define these coefficients by

$$
\begin{aligned}
L_{A} & =\sum_{m j} L_{A}^{m j} \frac{\partial}{\partial x^{m j}}, \quad t_{A}=\sum_{m j} t_{A}^{m j} \frac{\partial}{\partial x^{m j}}, \\
\mathscr{L}_{A} & =\sum_{m j} \mathscr{L}_{A}^{m j} \frac{\partial}{\partial x_{m j}}
\end{aligned}
$$

and observe the identity,

$$
\sum_{i, j} \tau_{i j}\left(R_{A i} R_{B j}\right)=-i \delta_{A B} \sum_{C \neq A}\left[\left(\lambda_{A}^{2}+\lambda_{C}^{2}\right) /\left(\lambda_{A}^{2}-\lambda_{C}^{2}\right)\right],
$$

then one can show that

$$
\begin{equation*}
\sum_{m, j} \frac{\partial}{\partial x_{m j}}\left(L_{A}^{m j}\right)=\sum_{m, j} \frac{\partial}{\partial x_{m j}}\left(\mathscr{L}_{A}^{m j}\right)=0 \tag{20a}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m, j} \frac{\partial}{\partial x_{m j}}\left(t_{A}^{m j}\right)=-i(N-2)-2 i \sum_{B \neq A} \frac{\lambda_{A}^{2}}{\lambda_{A}^{2}-\lambda_{B}^{2}} \tag{20b}
\end{equation*}
$$

Therefore, the collective kinetic energy is given in this basis by

$$
\begin{align*}
T_{\text {coll }}= & \frac{1}{2 m} \sum_{A}\left(\frac{\lambda_{B}^{2}+\lambda_{C}^{2}}{\left(\lambda_{B}^{2}-\lambda_{C}^{2}\right)^{2}}\left(L_{A}^{2}+\mathscr{L}_{A}^{2}\right)\right. \\
& \left.-\frac{4 \lambda_{B} \lambda_{C}}{\left(\lambda_{B}^{2}-\lambda_{C}^{2}\right)^{2}} \mathscr{L}_{A} L_{A}\right)+\frac{1}{2 m} \sum_{A} t_{A} \frac{1}{\lambda_{A}^{2}} t_{A} \\
& -\frac{i}{2 m} \sum_{A}\left(\frac{N-2}{\lambda_{A}^{2}}+2 \sum_{B \neq A} \frac{1}{\left(\lambda_{A}^{2}-\lambda_{B}^{2}\right)}\right) t_{A} \tag{21}
\end{align*}
$$

where we have used the fact that $\left[L_{A}, \lambda_{B}\right]=\left[\mathscr{L}_{A}, \lambda_{B}\right]=0$. This expression is identical to that obtained by Gulshani and Rowe ${ }^{8}$ using the much more complicated chain rule method.

## 4. THE INTRINSIC KINETIC ENERGY

To find $T_{\text {int }}$ to complement the $T_{\text {coll }}$ of Eq. (21) in Eq. (8), it is necessary to first find a set of $3 N-9$ intrinsic momenta which are everywhere orthogonal to the GL,(3) collective momenta.

First observe that $\mathscr{L}_{A}$ of Eq. (17c) can be written $\mathscr{L}_{A}=-\mathscr{J}_{B C}=-\sum_{m, n=1}^{N} \mathscr{D}_{B m} \mathscr{D}_{C n} j_{m n}, \quad$ A,B,C cyclic, where

$$
\begin{equation*}
j_{m n}=-i \sum_{i=1}^{3}\left(x_{m i} \frac{\partial}{\partial x_{n i}}-x_{n i} \frac{\partial}{\partial x_{m i}}\right) \tag{23}
\end{equation*}
$$

$$
\begin{equation*}
\mathscr{D}_{B m}=\sum_{i} \frac{1}{\lambda_{B}} R_{B i} x_{m i} \tag{24}
\end{equation*}
$$

Thus $j_{m n}$ is an angular momentum in $N$-dimensional particle index space. Furthermore, since

$$
\begin{equation*}
\sum_{n=1}^{N} \mathscr{D}_{A n} \mathscr{D}_{B n}=\delta_{A B} \tag{25}
\end{equation*}
$$

it follows that the elements $\mathscr{D}_{A n}, A=1,2,3, n=1, \ldots, N$, may be identified with the first three rows of an $\operatorname{SO}(N)$ matrix.

These observations suggest that one considers, as in-' trinsic momenta, the $3 N-9$ vector fields

$$
\begin{equation*}
\mathscr{J}_{\alpha A}=\sum_{m, n=1}^{A} \mathscr{D}_{\alpha m} \mathscr{D}_{A n} j_{m n}, \quad \alpha=4, \ldots, N, A=1,2,3, \tag{26}
\end{equation*}
$$

where the elements $\mathscr{D}_{\alpha m}, \alpha=4, \ldots, N, m=1, \ldots, N$ complete an $\operatorname{SO}(N)$ matrix.

We immediately find

$$
\begin{equation*}
g\left(\mathscr{J}_{\alpha A}, L_{B}\right)=g\left(\mathscr{J}_{\alpha A}, t_{B}\right)=g\left(\mathscr{J}_{\alpha A}, \mathscr{L}_{B}\right)=0, \tag{27}
\end{equation*}
$$

which confirms that the intrinsic momenta and the collective momenta are orthogonal. The intrinsic components of the metric are

$$
\begin{equation*}
g\left(\mathscr{J}_{\alpha A} \mathscr{\mathscr { J }}_{\beta B}\right)=\delta_{\alpha \beta} \delta_{A B} \lambda_{A}^{2} \tag{28}
\end{equation*}
$$

and hence, since $\Sigma_{m i}\left(\partial / \partial x_{m j}\right)\left(\mathscr{J}_{\alpha A}^{m j}\right)=0$, one obtains

$$
\begin{equation*}
T_{\mathrm{int}}=-\frac{1}{2 m} \sum_{\alpha, A} \frac{1}{\lambda_{A}^{2}} \mathscr{J}_{\alpha A}^{2} \tag{29}
\end{equation*}
$$

This $T_{\text {int }}$ plus the $T_{\text {coll }}$ of Eq. (21) give the total many-particle kinetic energy $T$.

Since the Euclidean space $\mathbb{R}^{3 N}$ is the direct sum of the Euclidean subspaces $\mathbb{R}^{3 N}$, the center-off-mass space, and $\mathbb{R}^{3(N-1)}$, the configuration space of relative coordinates, it follows immediately that the kinetic energy can be further decomposed,

$$
T=T_{\mathrm{cm}}+T_{\mathrm{coll}}+T_{\mathrm{int}}
$$

where $T_{\mathrm{cm}}$ is the center-of-mass kinetic energy and $T_{\mathrm{coll}}$ and $T_{\text {int }}$ are respectively the collective and intrinsic kinetic energies for $\mathbb{R}^{3(N-1)}$. This is the decomposition of $T$ obtained by Zickendrahts and by Dzyublik et al. ${ }^{7}$

## 5. CONCLUDING REMARKS

The contruction outlined above is very general and can be employed to yield other decompositions of the kinetic energy, e.g., that appropriate for the $K$-harmonic coordinate system of Simonov. ${ }^{12}$

In the following paper we shall consider the explicit construction of collective and intrinsic coordinate charts and the corresponding decompositions of the many-particle Hilbert space into collective and intrinsic sub-Hilbert spaces.
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# The quantum harmonic oscillator revisited: A new look from stochastic electrodynamics 

\author{


#### Abstract

We apply the theory of stochastic electrodynamics to the study of the (nonrelativistic) harmonic oscillator by using the Fokker-Planck method. It is demonstrated that the equilibrium distribution in phase space is exactly equal to that given by quantum statistical mechanics, i.e., the corresponding Wigner distribution, and that analysis of this distribution by means of a decomposition in terms of canonical densities leads automatically to the usual description of quantum mechanics in terms of excited states. All fundamental equations of quantum mechanics are recovered as approximations to zero order in the radiation terms; the first-order terms lead to the radiative corrections predicted by quantum electrodynamics, namely, the decay of states and the Lamb shift of the energy levels. The necessary differences between both treatments of the oscillator and their implications are briefly discussed.


}

## I. INTRODUCTION

Fifteen years ago, Marshall published a remarkable paper ${ }^{1}$ concerning the quantum-mechanical harmonic oscillator as seen from the standpoint of stochastic electrodynamics (SED). This paper had been preceded by a small series of independent attempts to study certain properties of linear systems as predicted by SED, ${ }^{2}$ inspired mainly by Welton's phenomenological account of the Lamb shift as a result of vacuum fluctuations ${ }^{3}$ and by the spirit of quantum electrodynamics (QED) as reflected, e.g., in Weisskopf's beautiful review paper, ${ }^{4}$ in which the vacuum is considered a real field, the fluctuations of which are the source of some significant properties of the electron.

In his pioneering paper, Marshall shows that a pointlike oscillator subject to a random zero-point radiation field may reach a stationary phase-space distribution as a result of the interplay between the vacuum-field force and the radiationreaction force ( $2 e^{2} / 3 c^{3} \ddot{x}$ ); then the system is found to behave essentially as a quantum-mechanical harmonic oscillator if the field has a spectral energy density $\rho_{0}(\omega)=\hbar|\omega|^{3} / 2 \pi^{2} c^{3}$ and if $h$ is identified with Planck's constant. Moreover, Marshall showed that this similarity in behavior is extended to temperatures higher than zero if the spectral density is taken to vary according to Planck's law.

The above mentioned work ${ }^{1,2}$ gave birth to SED, a theory which in the course of the last 15 years has received increased attention from some of its founders ${ }^{5,6}$ as well as several newcomers. ${ }^{7-16}$ Though SED is far from being a finished theory, it has been shown to furnish a basis for the explanation of several typically quantum-mechanical phenomena in particularly clear physical terms. Accounts of some of the main aspects of this work may be found in various review papers. ${ }^{17}$

Many important questions remain, however, to be answered before concluding that SED describes and explains correctly the behavior of quantum systems at a more fundamental level than the usual theory does, and that it may therefore represent a good alternative to the latter. Some of the main open questions are related to the well-known problem of defining a phase-space description for quantum me-

[^12]chanics ( QM ), to the status of QM as a statistical theory, and to the origin of quantization, to mention but a few. Such questions, which have troubled many-if not all-of us at least at some instant, reappear at their full strength when trying to endow the usual formalism of quantum theory with a more fundamental basis, as SED proposes to do. The results obtained up to now show that SED may not only revive these and other questions, but may also be in a good position to answer them satisfactorily.

It is within this spirit that we return-once more-to the harmonic oscillator and exploit its physical and mathematical simplicity to obtain some old and some new results. In view of both the novelty and the economy of the approach, which produces from a single picture the detailed behavior of the oscillator as predicted by quantum mechanics, quantum statistics, and quantum electrodynamics, the work presented here may hopefully be valuable also for physicists working in more orthodox fields. We should be pleased if this paper can be considered a retake of Marshall's work of 1963, in the light of the more recent developments of the theory.

The structure of the paper is as follows. In Sec. II we recall and discuss the Fokker-Planck equation which has been derived more than once for the harmonic oscillator of SED. When the system is in thermodynamic equilibrium with the incoherent background radiation field at temperature $T$, the solution of the Fokker-Planck equation coincides with the Wigner distribution for the quantum oscillator, as is shown in Sec. III. In Secs. IV and V the temperature is eliminated from the description by a formal manipulation in order to generate a statistical temperature-independent description of the mechanical system in phase space, which is mathematically complete and leads in a unique way to the time-independent Schrödinger equation for all eigenstatesground and excited-as is shown in Sec. VI. ${ }^{19}$

The Hilbert-space formalism emerges therefore as a natural means of description of the harmonic oscillator of SED, even in phase space. That this, however, is neither necessary nor possible for a general stochastic oscillator is evidenced in Sec. VII, where it is shown that even though the Fokker-Planck equation for a Brownian oscillator has ex-
actly the same form as the corresponding Fokker-Planck equation of SED, the formalism developed in the preceding sections is not only superfluous, but even misleading in the Brownian case. The reason for this is traced to the Boltzmann statistics governing the thermal bath which causes Brownian motion. To disclose the Planck statistics of the background radiation field together with the analysis of the phase-space density in terms of Boltzmann factors as the source of quantization in SED, is one of the main points of the present paper. If we add to this the fact that only a spectral density $\rho_{0} \sim \omega^{3}$ at $T=0$-as assumed here-is able to generate the correct equilibrium solution for a harmonic oscillator with radiation reaction, as shown by Marshall, ${ }^{1}$ we obtain a fundamental conclusion: SED is the only physically consistent stochastic theory capable of reproducing-to the extent to which a truly statistical theory can do so-the results of QM; at least for the harmonic oscillator this conclusion is inescapable.

In Sec. VIII, the physical meaning of pure states is discussed within the frame of our phase-space description, and the temperature dependence, left out in Sec. IV, is brought back to retrieve Bloch's equation for the canonical density matrix. Therefore, SED describes correctly both the mechanical and the thermodynamic aspects of the quantum oscillator in equilibrium. Also, analysis of the nonstationary problem leads to the time-dependent Schrödinger equation as a zero-order approximation (in $\tau$ ) to the equation of evolution of the mechanical system (Sec. IX).

In Sec. X, a calculation of the radiative effects to first order in $\tau$ leads to the Lamb shift and the decay rate of excited states, both as functions of temperature. By setting the temperature equal to zero, the well-known results predicted by nonrelativistic QED are recovered.

A discussion of the full meaning of these results and their bearing on the problem of the existence of divergencies in nonrelativistic QED is left for the concluding section.

## II. FOKKER-PLANCK EQUATION FOR THE SED OSCILLATOR

Under the assumption that the (otherwise classical) electron is continuously scattered by a background radiation field, and in turn contributes to this background field by radiating when accelerated, SED leads to a generalized Fokker-Planck equation for the phase-space distribution, namely ${ }^{12,15,16,20}$ (to first order in $\tau=2 e^{2} / 3 m c^{3}$ )

$$
\begin{align*}
\frac{\partial Q}{\partial t} & +\frac{\mathbf{p}}{m} \cdot \nabla^{2}+\nabla_{p} \cdot\left(\mathbf{F}+\frac{\tau}{m} \mathbf{p} \cdot \nabla^{\mathbf{F}}\right) Q \\
& -\nabla_{p} \nabla_{p}: D^{p p} Q-\nabla_{p}: D^{x p} Q=0, \tag{II.1}
\end{align*}
$$

where $\mathbf{F}$ is the external force acting on the electron and the diffusion operators are given by

$$
D_{i k}^{x p} Q(x, p, t)=e^{2} \int_{0}^{t} d t^{\prime}\left\langle E_{i}^{m}(t) E_{j}^{m}\left(t^{\prime}\right)\right\rangle
$$

$$
\begin{equation*}
\times \frac{\partial x_{k}}{\partial \bar{p}_{j}} Q\left(\bar{x}, \bar{p}, t^{\prime}\right) \tag{II.2}
\end{equation*}
$$

and

$$
\begin{align*}
D_{i k}^{p p} Q(x, p, t)= & e^{2} \int_{0}^{t} d t^{\prime}\left\langle E_{i}^{m}(t) E_{j}^{m}\left(t^{\prime}\right)\right\rangle \\
& \times \frac{\partial p_{k}}{\partial \bar{p}_{j}} Q\left(\bar{x}, \bar{p}, t^{\prime}\right) \tag{II.3}
\end{align*}
$$

Here, if the particle passed through $\bar{x}\left(t^{\prime} ; t\right)$ and $\bar{p}\left(t^{\prime} ; t\right)$ at $t^{\prime}<t$, a classical trajectory with the stochastic force turned off would bring it to $x(t)$ and $p(t)$ at $t^{\prime}=t . \mathbf{E}^{m}$ is the electric component of the stochastic field, modified (to order $\tau^{2}$ ) by the presence of the particle. For a Planck-distributed field we have

$$
\begin{equation*}
\left\langle E_{j}(t) E_{j}\left(t^{\prime}\right)\right\rangle=\frac{2 \pi}{3} \int_{-\infty}^{\infty} \rho_{T}(\omega) e^{i \omega\left(t-t^{\prime}\right)} d \omega \delta_{i j} \tag{II.4}
\end{equation*}
$$

with the spectral energy density given by

$$
\begin{equation*}
\rho_{T}(\omega)=\frac{\hbar|\omega|^{3}}{2 \pi^{2} c^{3}} \frac{1+e^{-\beta \hbar \omega}}{1-e^{-\beta \hbar \omega}}=\rho_{0}(\omega) \frac{1+\epsilon}{1-\epsilon}, \tag{II.5}
\end{equation*}
$$

where $\rho_{0}(\omega)$ refers to the zero-point field,

$$
\begin{equation*}
\rho_{0}(\omega)=\frac{\hbar|\omega|^{3}}{2 \pi^{2} c^{3}} \tag{II.6}
\end{equation*}
$$

while the factor $(1-\epsilon)^{-1}(1+\epsilon)$, with

$$
\begin{equation*}
\epsilon=e^{-\beta \hbar \omega}=e^{-\hbar \omega / k T} \tag{II.7}
\end{equation*}
$$

expresses the thermal dependence of $\rho_{T}(\omega)$.
In eliminating the run away solutions generated by the radiation reaction force $m \tau \ddot{\mathbf{x}}$, the spectral density is modified by the introduction of an extra factor into Eq. (II.5), which can be absorbed in $\rho_{0}(\omega)$,

$$
\begin{equation*}
\rho_{0}^{m}(\omega)=\frac{1}{1+\tau^{2} \omega^{2}} \rho_{0}(\omega) . \tag{II.8}
\end{equation*}
$$

The details of this modification will be found in Ref. 14.
For the harmonic oscillator the operators $D$ acquire a particularly simple form: To first order in $\tau$ and under the assumption that the system is close to equilibrium, the $Q$ in Eqs. (II. 2) and (II. 3) may be extracted from the integral sign and both $D^{x p}$ and $D^{p p}$ become constant factors. We call this procedure the Markovian approximation (for a more thorough discussion see Refs. 13 and 16). For a general external force, the process can of course be far from Markovian. For the calculation of $D^{p p}$ we have $\partial p / \partial \bar{p}=\cos \omega\left(t-t^{\prime}\right)$ $\cdot \exp \left[-\frac{1}{2} \tau \omega^{2}\left(t-t^{\prime}\right)\right]$. In the Markovian approximation, all terms of order $\tau$ within the integral can be neglected, $Q$ may be taken out of the integral, and the limit of integration can be extended to infinity; Eq. (II. 3) reduces then to

$$
D_{i k}^{P p}=e^{2} \delta_{i k} \int_{0}^{\infty} d t^{\prime}\left\langle E_{i}(t) E_{j}\left(t^{\prime}\right)\right\rangle \cos \omega\left(t-t^{\prime}\right)
$$

and this gives, when introducing Eqs. (II. 4) and (II. 5),

$$
\begin{equation*}
D_{i k}^{p p}=\delta_{i k} \frac{\hbar \tau m \omega^{3}}{2} \frac{1+\epsilon}{1-\epsilon} \equiv \delta_{i k} D_{0} \frac{1+\epsilon}{1-\epsilon}, \tag{II.9}
\end{equation*}
$$

where $D_{0}=\frac{1}{2} \hbar \tau m \omega^{3}$.
The calculation of $D^{x p}$ is somewhat complicated by the appearance of a divergence. Since this term is related to a radiative correction, we postpone its calculation until Sec. X, where it will be shown to be also a constant factor proportional to $\tau$ [see Eq. (X.15)].

We now rewrite Eq. (II. 1) for the one-dimensional harmonic oscillator in the form

$$
\begin{equation*}
\frac{\partial Q}{\partial t}+\left(L_{0}+L_{2}\right) Q+\frac{\partial}{\partial p} L_{1} Q=0, \tag{II.10}
\end{equation*}
$$

where $L_{0}$ is the classical Liouville operator,

$$
\begin{equation*}
L_{0}=\frac{p}{m} \frac{\partial}{\partial x}-m \omega^{2} x \frac{\partial}{\partial p}, \tag{II.11}
\end{equation*}
$$

$L_{2}$ is a correction of order $\tau$ to $L_{0}$,

$$
\begin{equation*}
L_{2}=D^{x p} \frac{\partial^{2}}{\partial x \partial p} \tag{II.12}
\end{equation*}
$$

and $L_{1}$ contains the diffusive and dissipative terms,

$$
\begin{equation*}
L_{1}=-\tau \omega^{2} p-D^{p p} \frac{\partial}{\partial p} . \tag{II.13}
\end{equation*}
$$

The grouping of terms in Eq. (II.10) has been made according to their properties of transformation under an inversion of the momentum $p$ : $L_{0}$ and $L_{2}$ both change their signs, while $\partial_{p} L_{1}$ does not, due to the fact that the first nonvanishing contributions to $D^{p p}$ and $D^{x p}$ are even in $p$. This means that if the equilibrium distribution is assumed to be an even function of $p$, i.e.,

$$
\begin{equation*}
Q(x,-p)=Q(x, p) \tag{II.14}
\end{equation*}
$$

then Eq. (II.10) separates into two equations:

$$
\begin{align*}
& \left(L_{0}+L_{2}\right) Q=0,  \tag{II.15}\\
& \frac{\partial}{\partial p} L_{1} Q=0 . \tag{II.16}
\end{align*}
$$

By integrating Eq. (II.16) to $L_{1} Q=h(x)$ and integrating once more over the whole range of $p$ we get $h(x) \int_{-\infty}^{\infty} d p$ $=-\int\left(\tau \omega^{2} p+D^{p p} \partial_{p}\right) Q d p=0$, due to the condition (II.14); we therefore must take $h(x)=0$ and hence

$$
\begin{equation*}
L_{1} Q=0 . \tag{II.17}
\end{equation*}
$$

Equations (II.15) and (II.17), obtained under hypothesis (II.14), serve to determine completely the equilibrium distribution. Since $L_{2}$ is but a radiative correction to $L_{0}$, the equilibrium distribution to zero order in $\tau$ is the solution of the system of equations

$$
\begin{align*}
& L_{0} Q=0,  \tag{II.18}\\
& L_{1} Q=0 . \tag{II.19}
\end{align*}
$$

Within this approximation, the equilibrium distribution satisfies the principle of detailed balance. To prove this explicitly, we recall that this principle, when applied to the (stationary) Fokker-Planck equation

$$
\begin{equation*}
L Q=0, \tag{II.20}
\end{equation*}
$$

may be expressed in terms of the conditions ${ }^{21}$

$$
\begin{align*}
& Q=\bar{Q}  \tag{II.21}\\
& L Q f=Q L^{\dagger} f \tag{II.22}
\end{align*}
$$

for any real, well-behaved function $f(x, p)$, where the bar denotes a reversal of the classical motion (such that $\bar{x}=x$, $\bar{p}=-p$ ) and $L^{\dagger}$ is the adjoint of $L$. For

$$
\begin{equation*}
L=L_{0}+\frac{\partial}{\partial p} L_{1} \tag{II.23}
\end{equation*}
$$

Eq. (II.22) yields, after minor transformations,

$$
\begin{equation*}
f L Q=-2\left(L_{1} Q\right) \frac{\partial f}{\partial p} \tag{II.24}
\end{equation*}
$$

With $f=1$ we recover Eq. (II.20) and hence Eq. (II.24) reduces to $\left(L_{1} Q\right)\left(\partial_{p} f\right)=0$; since $f$ is an arbitrary function of $x$ and $p$, we thus obtain

$$
L_{1} Q=0
$$

and hence

$$
L_{0} Q=0 .
$$

These are precisely Eqs. (II.18) and (II.19), which we have obtained by imposing only the condition (II.14). Hence our hypothesis (II.14), though weaker than the conditions for detailed balance, leads to the same separation of the FokkerPlanck equation into a Liouville equation for the stationary solution, Eq. (II.18), and a diffusion-dissipation equation, (II.19). It should be added that detailed balance breaks down when the radiative correction to $L_{0}$, namely $L_{2}$, is included, which shows that our hypothesis (II.14) is less stringent than detailed balance. In other words, the one-dimensional SED system satisfies the hypothesis of detailed balance only when radiative corrections are disregarded. It must be stressed that the above results apply quite generally to any one-dimensional SED system, the harmonic oscillator being only a particular case of this situation.

## III. EQUILIBRIUM SOLUTION IN PHASE SPACE: THE WIGNER DISTRIBUTION

The equations determining the stationary phase-space distribution of the oscillator in equilibrium with the radiation field, in the Markov approximation, i.e., Eqs. (II.18) and (II.19), read, when written in disclosed form,

$$
\begin{align*}
& \frac{p}{m} \frac{\partial Q}{\partial x}-m \omega^{2} x \frac{\partial Q}{\partial p}=0  \tag{III.1}\\
& \tau \omega^{2} p Q+D^{P P} \frac{\partial Q}{\partial p}=0 \tag{III.2}
\end{align*}
$$

with $D^{p p}$ given by Eq. (II.9). Before proceeding to solve these equations, let us introduce the dimensionless variables:

$$
\begin{equation*}
p^{\prime}=\frac{1}{\sqrt{m \omega \hbar}} p, \quad x^{\prime}=\left(\frac{m \omega}{\hbar}\right)^{1 / 2} x \tag{III.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\xi=\frac{2}{\hbar \omega}\left(\frac{p^{2}}{2 m}+\frac{1}{2} m \omega^{2} x^{2}\right)=p^{\prime 2}+x^{\prime 2} . \tag{III.3b}
\end{equation*}
$$

Then Eqs. (III.1) and (III.2) read

$$
\begin{align*}
& p^{\prime} \frac{\partial Q}{\partial x}-x^{\prime} \frac{\partial Q}{\partial p^{\prime}}=0  \tag{III.4}\\
& p^{\prime} Q+\frac{1+\epsilon}{1-\epsilon} \frac{\partial Q}{\partial p^{\prime}}=0 \tag{III.5}
\end{align*}
$$

From now on, however, we will simply drop the primes on $x$ and $p$, since no confusion should arise.

Equation (III.4) tells us that $Q$ is a function of the energy variable only,

$$
Q=Q(\xi) .
$$

By denoting $\partial_{\xi} Q=Q^{\prime}$, we then obtain from Eq. (III.5),

$$
\begin{equation*}
Q+\frac{1+\epsilon}{1-\epsilon} Q^{\prime}=0 \tag{III.6}
\end{equation*}
$$

the solution of which is

$$
Q=N \exp \left(-\frac{1-\epsilon}{1+\epsilon} \xi\right)
$$

The factor $N$ is determined from the normalization condition,

$$
\begin{equation*}
1=\iint Q d x d p=\pi \hbar \int_{0}^{\infty} Q(\xi) d \xi=\pi \hbar N \frac{1+\epsilon}{1-\epsilon} . \tag{III.7}
\end{equation*}
$$

Hence the equilibrium solution is

$$
\begin{equation*}
Q=\frac{1}{\pi \hbar} \frac{1-\epsilon}{1+\epsilon} \exp \left(-\frac{1-\epsilon}{1+\epsilon} \xi\right) \tag{III.8}
\end{equation*}
$$

This phase-space distribution for the harmonic oscillator coincides exactly with the Wigner distribution for the problem, ${ }^{22 \mathrm{a}} \mathrm{i} . e$. , it is the result obtained from QM by applying the Weyl transformation to the canonical density matrix for the harmonic oscillator, which in dimensionless variables may be written as follows ${ }^{22 b}$ :
$\rho\left(x_{1}, x_{2}\right)=\frac{1}{\hbar \sqrt{\pi}} \frac{1-\epsilon}{\sqrt{1-\epsilon^{2}}}$

$$
\times \exp \left(-\frac{1}{2\left(1-\epsilon^{2}\right)}\left[\left(1+\epsilon^{2}\right)\left(x_{1}^{2}+x_{2}^{2}\right)-4 \epsilon x_{1} x_{2}\right]\right) .
$$

To prove this, we recall that the Weyl transformation implies first performing the change of variables

$$
\begin{equation*}
x=\frac{x_{1}+x_{2}}{2}, \quad z=\frac{x_{2}-x_{1}}{2} \tag{III.10}
\end{equation*}
$$

in Eq. (III.9), to obtain

$$
\begin{aligned}
\tilde{Q}(x, z) \equiv & \rho(x-z, x+z)=\frac{1}{\hbar \sqrt{\pi}} \frac{1-\epsilon}{\sqrt{1-\epsilon^{2}}} \\
& \times \exp -\left(\frac{1-\epsilon}{1+\epsilon} x^{2}+\frac{1+\epsilon}{1-\epsilon} z^{2}\right)
\end{aligned}
$$

and then taking the Fourier transform of $\tilde{Q}(x, z)$ with respect to $z$ to obtain

$$
\begin{align*}
Q(x, p) & \equiv \frac{1}{2 \pi} \int \tilde{Q}(x, z) e^{-2 i p z} d z \\
& =\frac{1}{\hbar \pi} \frac{1-\epsilon}{1+\epsilon} \exp \left(-\frac{1-\epsilon}{1+\epsilon}\left[x^{2}+p^{2}\right]\right), \tag{III.11}
\end{align*}
$$

which is just Eq. (III.8). Below we shall have occasion to see in a more suggestive form the origin of this transformation. For the time being it suffices to accept the fact that the equilibrium distribution predicted by SED coincides with the one predicted by statisticalQM. The rest of the paper is devoted to a more careful study of the connection between both theories.

The mean energy corresponding to this distribution is

$$
\begin{equation*}
\bar{E}=\frac{\hbar \omega}{2} \bar{\xi}=\frac{\hbar \omega}{2} \frac{1+\epsilon}{1-\epsilon} \tag{III.12}
\end{equation*}
$$

in agreement with Planck's law-as was expected, since the oscillator is in thermodynamic equilibrium with a radiation field with this same energy per normal mode. This result, though well known, is worth somecomments. Astemperature goes to zero $(\epsilon \rightarrow 0)$, the mean energy tends to its asymptotic value

$$
\bar{E}_{0}=\frac{1}{2} \hbar \omega
$$

i.e., a value different from zero, as a result of the existence of unfreezeable fluctuations in the field, corresponding to its zero-point energy. The oscillator in equilibrium with this field then also acquires an unfreezeable motion; hence, according to SED the zero-point energy of matter is but a result of the existence of the zero-point energy of the radiation field. In the case of purely mechanical systems, such as, e.g., Brownian motion, the heat bath is totally frozen at $T=0$ and with it also the stochastic motion. We see here an aspect of the essential role played by the stochastic field of SED in explaining the results of QM: No mechanical model will do. ${ }^{23}$

## IV. SEPARATION OF MECHANICAL AND THERMAL VARIABLES: THE ENERGY SPECTRUM

We now explore the possibility of excluding the temperature from the description, in order to extract and analyze the purely mechanical problem of the oscillator, as is done in QM when dealing with pure states. We will see that an immediate result of this procedure is the emergence of discrete energy levels. For this purpose, let us express the partition function of the system $Z(\beta)$ as an integral over states of the oscillator characterized by a given value of an abstract variable $E$; we assume that the relative probability with which each of these states contributes to $Z(\beta)$ is properly described in terms of canonical densities and the spectral density $g(E)$; thus, we write $Z(\beta)$ in the form

$$
\begin{equation*}
Z(\beta)=\int_{0}^{\infty} g(E) e^{-\beta E} d E \tag{IV.1}
\end{equation*}
$$

The parameter $E$ plays clearly the role of an energy and we will call it the energy variable; so $g(E)$ is the spectral density
of states of the oscillator with energy $E$. More generally, we may define the mean value of any physical quantity $A$ depending on the energy by means of the formula

$$
\begin{equation*}
\bar{A}(\beta)=\frac{1}{Z(\beta)} \int_{0}^{\infty} A(E) g(E) e^{-\beta E} d E \tag{IV.2}
\end{equation*}
$$

Equation (IV.2) and its inverse-assuming that they existallow us to construct from a function of $\beta$-i.e., tempera-ture- $a(\beta) \equiv \bar{A}(\beta)$ a new function $\check{a}(E) \equiv A(E)$ depending now on $E$, whenever we know $Z(\beta)$ or its inverse, $g(E)$.

Equations (IV.1) and (IV.2) taken together show that the mean value of $A(E)=1$ is unity, as it must be; taking $A(E)=E$ we get for the mean energy the well-known formula

$$
\bar{E}=\frac{1}{Z} \int_{0}^{\infty} E g(E) e^{-\beta E} d E=-\frac{\partial}{\partial \beta} \ln Z(\beta)
$$

whence

$$
\begin{equation*}
Z(\beta)=\exp \left[-\int^{\beta} \bar{E}\left(\beta^{\prime}\right) d \beta^{\prime}\right] \tag{IV.3}
\end{equation*}
$$

For the harmonic oscillator the mean energy is given by Eq. (III.12), with $\epsilon=e^{-\beta \hbar \omega}$; hence we can in fact calculate the partition function by means of a simple integration,

$$
\begin{equation*}
Z(\beta)=\exp \left(-\frac{1}{2} \int^{\beta \hbar \omega} \frac{1+e^{-y}}{1-e^{-y}} d y\right)=\frac{\exp \left(-\frac{1}{2} \beta \hbar \omega\right)}{1-\exp (-\beta \hbar \omega)} \tag{IV.4}
\end{equation*}
$$

According to Eq. (IV.1) the spectral density of states is given by the inverse Laplace transform of the partition function; to calculate it we develop the denominator of Eq. (IV.4) in a power series of $e^{-\beta \hbar \omega}$, thus getting
$g(E)=\mathscr{L}^{-1} Z(\beta)=\sum_{k=0}^{\infty} \mathscr{L}^{-1} \exp \left[-\beta \hbar \omega\left(k+\frac{1}{2}\right)\right]$
or

$$
\begin{equation*}
g(E)=\sum_{k=0}^{\infty} \delta\left(E-\hbar \omega\left(k+\frac{1}{2}\right)\right) \tag{IV.5}
\end{equation*}
$$

Thus we see that the density of states is zero for all values of the energy $E$ that do not belong to the discrete spectrum $E_{k}$, where

$$
\begin{equation*}
E_{k}=\hbar \omega\left(k+\frac{1}{2}\right) \tag{IV.6}
\end{equation*}
$$

Stated in more usual terms, we have obtained the surprising result that the energy $E$ is quantized. ${ }^{24}$ Two comments are worth mentioning at this point. The first is connected with the use of Planck's law; it might be alleged that the quantization of energy has been introduced through the back door, since it is already contained in the assumed density for the field; this, however, is not the case, since Planck's distribution may be derived without any quantum postulate from the assumption of SED, namely, the postulated existence of the zero-point field. ${ }^{25}$ The second comment is that the emergence of the right discrete spectrum of $E$ depends crucially on our (arbitrary) selection of Gibbs' densities in the definition of our linear transform, Eqs. (IV.1) and (IV.2). Since this transform will lead us to the usual Schrödinger description of the oscillator in a unique and natural way (though in a
rather abstract treatment), the justification on physical grounds of the need of just this transformation, which here is simply postulated, will close the gap to a rigorous derivation of Schrödinger's theory from SED. In other words, to explain why we must go-and not only why we may go-to the usual quantum mechanical description of the oscillator, we must derive Eqs. (IV.1) and (IV.2) for the harmonic oscillator from first principles; this will obviously imply an elucidation of the meaning of the variable $E$, introduced here in an entirely formal way.

## V. SEPARATION OF MECHANICAL AND THERMAL VARIABLES: PSEUDOSTATES OF THE OSCILLATOR

With $g(E)$ given by Eq. (IV.5), Eq. (IV.2) reduces to [with $a(\beta) \equiv \bar{A}(\beta)$ and $\check{a}(E) \equiv A(E)$ ]

$$
\begin{equation*}
a(\beta)=\frac{1}{Z(\beta)} \sum_{0}^{\infty} \check{a}\left(E_{k}\right) e^{-\beta E_{k}} \tag{V.1}
\end{equation*}
$$

where the partition function is given by [see Eq. (IV.4)]

$$
\begin{equation*}
Z(\beta)=\sum_{0}^{\infty} e^{-\beta E_{k}}=\frac{\epsilon^{1 / 2}}{1-\epsilon} \tag{V.2}
\end{equation*}
$$

We now use these results to analyze the phase-space density $Q(x, p ; \beta)$ in terms of energy states; for this purpose we first define the energy pseudostates $Q_{k}(x, p)$ as follows,

$$
\begin{equation*}
Q_{k}(x, p) \equiv \check{Q}\left(x, p ; E_{k}\right) \tag{V.3}
\end{equation*}
$$

The reason for the name "pseudostate" will become apparent below. From Eq. (V.1) we get

$$
\begin{equation*}
Q(\xi ; \beta)=\frac{1}{Z} \sum_{0}^{\infty} Q_{k}(\xi) e^{-\beta E_{k}} \tag{V.4}
\end{equation*}
$$

By virtue of Eq. (V.2), we see from Eq. (V.4) that the $Q_{k}$ also are normalized to unity,

$$
\begin{equation*}
\int Q_{k}(\xi) d x d p=1 \tag{V.5}
\end{equation*}
$$

We can now proceed to determine the components $Q_{k}(\xi)$ by introducing Eq. (V.4) into (III.6),

$$
\sum_{0}^{\infty} Q_{k} \epsilon^{k}+\frac{1+\epsilon}{1-\epsilon} \sum_{0}^{\infty} Q_{k} \epsilon^{k}=0
$$

or since $(1+\epsilon)(1-\epsilon)^{-1}=\Sigma_{0}^{\infty}\left(\epsilon^{m}+\epsilon^{m+1}\right)$,

$$
\sum_{k} \epsilon^{k}\left[Q_{k}+Q_{k}^{\prime} \sum_{m}\left(\epsilon^{m}+\epsilon^{m+1}\right)\right]=0
$$

Regrouping terms with equal power of $\epsilon$,

$$
\sum_{n} \epsilon^{n}\left[Q_{n}+\sum_{m=0}^{n} Q_{m}^{\prime}+\sum_{m=0}^{n} Q_{m}^{\prime}\right]=0
$$

and noticing that this equality must hold at any temperature (i.e., any value of $\epsilon$ ), we obtain

$$
\begin{equation*}
Q_{n}+Q_{n}^{\prime}+2 \sum_{m=0}^{n} Q_{m}^{\prime}=0 \tag{V.6}
\end{equation*}
$$

for any $n \geqslant 0$ [with $Q_{m}=0$ for $m<0$, since the energy was assumed nonnegative from the beginning; see Eq. (IV.2)]. By writing this equation for $n-1$,

$$
Q_{n-1}+Q_{n-1}^{\prime}+2 \sum_{m=0}^{n} Q_{m}^{\prime}=0
$$

and subtracting from Eq. (V.6), one is left with a simple recurrence relation among the functions $Q_{n}$,

$$
\begin{equation*}
Q_{n}^{\prime}+Q_{n}=Q_{n-1}-Q_{n-1}^{\prime} \tag{V.7}
\end{equation*}
$$

For $n=0$, this yields

$$
Q_{0}^{\prime}+Q_{0}=0, \quad Q_{0}=C_{0} e^{-\xi}
$$

To obtain the subsequent solutions $Q_{n}$, we use the ansatz

$$
\begin{equation*}
Q_{n}=C_{n} e^{-\xi} P_{n}(\xi) \tag{V.8}
\end{equation*}
$$

substitution of Eq. (V.8) in (V.7) gives

$$
P_{n}^{\prime}=2 P_{n-1}-P_{n-1}^{\prime}
$$

which upon the change of variable $y=2 \xi$ is easily recognizable as a recurrence relation for the Laguerre polynomials $L_{n}(y)$,

$$
\frac{d L_{n}}{d y}=L_{n-1}-\frac{d L_{n-1}}{d y}
$$

We therefore find that Eq. (V.8) can be written as

$$
Q_{n}=C_{n} e^{-\xi} L_{n}(2 \xi)
$$

where $L_{n}$ is the Laguerre polynomial of order $n$ (irregular solutions of Laguerre's equation are obviously eliminated on physical grounds),

$$
\begin{equation*}
L_{n}(2 \xi)=\sum_{s=0}^{n} \frac{n!(-2 \xi)^{s}}{(n-s)!(s!)^{2}} \tag{V.9}
\end{equation*}
$$

and $C_{n}$ is determined from the normalization condition [see Eq. (5)]

$$
\frac{1}{\pi \hbar} \int_{0}^{\infty} Q_{n} d \xi=C_{n} \int_{0}^{\infty} e^{-\xi} L_{n}(2 \xi) d \xi
$$

whence

$$
C_{n}=\frac{(-1)^{n}}{\pi \hbar}
$$

The normalized solution is therefore

$$
\begin{equation*}
Q_{n}=\frac{(-1)^{n}}{\pi \hbar} e^{-\xi} L_{n}(2 \xi) \tag{V.10}
\end{equation*}
$$

and the mean energy assigned to $Q_{n}$ is correctly given by Eq. (IV.6) as can be proved by calculating the integral

$$
\int_{0}^{\infty} \xi Q_{n}(\xi) d \xi
$$

with the use of Eqs. (V.9) and (V.10), or else, by multiplying Eq. (V.7) by $\xi$ and integrating over $\xi$. From the differential equation satisfied by the $n$th Laguerre polynomial

$$
\begin{equation*}
\xi L_{n}^{\prime \prime}+(1-2 \xi) L_{n}^{\prime}+2 n L_{n}=0 \tag{V.11}
\end{equation*}
$$

we obtain the equation for $Q_{n}$,

$$
\begin{equation*}
\xi Q_{n}^{\prime \prime}+Q_{n}^{\prime}+(2 n+1-\xi) Q_{n}=0 \tag{V.12}
\end{equation*}
$$

which is, by the way, of the same form as the radial part of the Schrödinger equation for the $s$ states of the hydrogen atom.

The $Q_{n}$ form an orthonormal set of functions in $\xi$ space,
as follows from Eq. (V.12), and therefore only one of them (namely $Q_{0}$ ) is positive definite throughout. This means that the $Q_{n}$ for $n \neq 0$ do not represent real distributions for physical states; it is their combination in nonnegative forms such as Eq. (V.4) that represents a true distribution. It is to stress this fact that we say that the $Q_{n}$ represent pseudostates of the system. In the limit $\beta \rightarrow \infty(T \rightarrow 0) Q$ tends to $Q_{0}$, i.e., $Q_{0}$ is the equilibrium distribution at temperature $T=0$.

Even though the isolated $Q_{n}$ correspond to real physical states only for $n=0$, the fact of their forming a complete basis in $\xi$ space renders them particularly useful for the analysis of the harmonic oscillator even outside thermodynamic equilibrium. In the following we shall analyze some of their mathematical properties, mainly those which will help us establish the connection with the usual (Schrödinger) description in configuration space.

We first note that Eq. (V.7) suggests the introduction of raising and lowering operators. Let $B$ and its adjoint $B^{\dagger}$ be such that

$$
\begin{align*}
& Q_{n}=\frac{1}{n} B^{\dagger} Q_{n-1}  \tag{V.13a}\\
& Q_{n-1}=\frac{1}{n} B Q_{n} \tag{V.13b}
\end{align*}
$$

Introducing the latter into Eq. (V.7) one gets

$$
n\left(Q_{n}^{\prime}+Q_{n}\right)=B Q_{n}-\partial_{\xi}\left(B Q_{n}\right)
$$

and introducing (V.13a) into Eq. (V.7) one gets after making $n \rightarrow n+1$,

$$
(n+1)\left(-Q_{n}^{\prime}+Q_{n}\right)=B^{\dagger} Q_{n}+\partial_{\xi}\left(B^{\dagger} G_{n}\right)
$$

Addition of these two equations gives

$$
\begin{equation*}
(2 n+1) Q_{n}=L Q_{n}+\partial_{\xi}\left(M Q_{n}\right)+\partial_{\xi} Q_{n} \tag{V.14}
\end{equation*}
$$

where

$$
\begin{equation*}
L=L^{\dagger}=B+B^{\dagger} \tag{V.15a}
\end{equation*}
$$

and

$$
\begin{equation*}
M=-M^{\dagger}=B^{\dagger}-B \tag{V.15b}
\end{equation*}
$$

Equations (V.12) and (V.14) can be combined to obtain an equation for the operators themselves,

$$
\begin{equation*}
-2 \partial_{\xi}+\xi-\xi \partial_{\xi}^{2}=L+\partial_{\xi} M \tag{V.16}
\end{equation*}
$$

By taking the adjoint of this equation and subtracting one from the other, one gets

$$
\left(\partial_{\xi} M\right)=-4 \partial_{\xi}+\partial_{\xi}^{2 \xi}-\partial_{\xi}^{2}=-2 \partial_{\xi}
$$

whence

$$
M=-2 \xi \partial_{\xi}+M_{0}
$$

where $M_{0}$ is an integration constant. By introducing this into Eq. (V.16) one obtains

$$
L=\xi\left(1+\partial_{\xi}^{2}\right)-M_{0} \partial_{\xi} .
$$

$B^{\dagger}$ and $B$ are then, according to Eqs. (V.15),

$$
B^{\dagger}=\frac{1}{2}(L+M)=\frac{\xi}{2}\left(\partial_{\xi}-1\right)^{2}-\frac{M_{0}}{2}\left(\partial_{\xi}-1\right),(\mathrm{V} .17 \mathrm{a})
$$

$$
\begin{equation*}
B=\frac{1}{2}(L-M)=\frac{\xi}{2}\left(\partial_{\xi}+1\right)^{2}-\frac{M_{0}}{2}\left(\partial_{\xi}+1\right) \tag{V.17b}
\end{equation*}
$$

To determine $M_{0}$ we notice that at $\xi=0$, Eq. (V.12) reduces to

$$
2 n Q_{n}=-Q_{n}^{\prime}-Q_{n}
$$

but the term on the lhs is equal to $2 B^{\dagger} Q_{n-1}$, according to Eq. (V.13a), and hence, by applying (V.17a) at $\xi=0$ and comparing with Eq. (V.7) we obtain $M_{0}=-1$, and therefore,

$$
\begin{align*}
& B^{\dagger}=\frac{1}{2}\left[\xi\left(\partial_{\xi}-1\right)^{2}+\partial_{\xi}-1\right]  \tag{V.18a}\\
& B=\frac{1}{2}\left[\xi\left(\partial_{\xi}+1\right)^{2}+\partial_{\xi}+1\right] \tag{V.18b}
\end{align*}
$$

The commutator of these operators is

$$
\begin{equation*}
\left[B^{\dagger}, B\right]=\xi \partial_{\xi}^{2}+\partial_{\xi}-\xi \tag{V.19}
\end{equation*}
$$

so that the differential equation (V.12) can be written simply as

$$
\begin{equation*}
\left[B, B^{\dagger}\right] Q_{n}=(2 n+1) Q_{n} \tag{V.20}
\end{equation*}
$$

The operators $B^{\dagger}, B$ are helpful in determining statistical properties of the pseudostates $Q_{n}$. Let us take for instance the average of an arbitrary real function of energy $F(\xi)$,

$$
\begin{aligned}
\langle\mathrm{n}| \mathrm{F}|\mathrm{n}\rangle & =\pi \hbar \int F Q_{n} d \xi=\frac{\pi \hbar}{n} \int F B^{\dagger} Q_{n-1} d \xi \\
& =\frac{\pi \hbar}{n} \int Q_{n-1} B F d \xi=\frac{1}{n}\langle n-1| B F|n-1\rangle .
\end{aligned}
$$

By applying this formula to $F(\xi)=\xi^{r}$ one obtains

$$
\begin{aligned}
\langle n| \xi^{r}|n\rangle= & \frac{1}{2 n}\langle n-1| \xi^{r+1} \\
& +(2 r+1) \xi^{r}+r^{2} \xi^{r-1}|n-1\rangle
\end{aligned}
$$

For $r=0$, this gives

$$
\begin{equation*}
\bar{\xi}_{n}=\langle n| \xi|n\rangle=2 n+1 \tag{V.22}
\end{equation*}
$$

whereas for $r=1$ one gets

$$
\begin{equation*}
\overline{\xi_{n}^{2}}-\left(\bar{\xi}_{n}\right)^{2}=1 \tag{V.23}
\end{equation*}
$$

and so on.
Equation (V.22) gives once more the mean energy of the pseudostate $Q_{n}$ as $E_{n}=\frac{1}{2} \hbar \omega\left(n+\frac{1}{2}\right)$, just as in QM, but Eq. (V.23) shows that the energy has a nonzero dispersion; in fact, for all $k>1\left\langle H^{k}\right\rangle \neq\langle H\rangle^{k}$ and $\langle n| H^{2}|n\rangle$
$=E_{n}^{2}+\left(\frac{1}{2} \hbar \omega\right)^{2}$, compared to the QM value $\langle n| \hat{H}^{2}|n\rangle=E_{n}^{2}$. We see that in SED (and, as we have previously remarked, in any stochastic theory developed as a foundation to QM ) the energy and all other physical quantities are not dispersionless, even in "pure" states such as $Q_{n}$. Here, then, we uncover a rather fundamental difference between SED and QM, in the shape of a particular instance of a general result due to Cohen, ${ }^{26}$ according to which no phase-space description can exactly reproduce all results of usual QM. From the point of view of SED, this is an almost obvious result, since no stochastic theory can generate dispersionless (physical) states of the dynamical variables. The reason for this difference
between SED and QM is that QM is not a strictly statistical theory, whereas SED is. In our particular instance this may be seen by realizing that the definition of the dispersion of the energy used in QM in terms of eigenvalues of the Hamiltonian operator differs from that used in our statistical phase space description. Hence a seemingly terrible problem (for SED, of course) reduces when closely analyzed to a simple difference of definitions, from the formal point of view. Of course, physically speaking both theories predict different results for the dispersion of the energy; it is important, however, to note that this basic difference cannot be tested experimentally with spectroscopic studies, for instance, since these only reveal energy differences occurring during transitions between pseudostates and we will have occasion below to show that the transition matrix elements are the same in both theories (see Sec. IX). We may try to explain these results by saying that in SED, where no sharp energy levels exist, the transition must be understood as a resonance phenomenon involing the oscillations of the background field.

## VI. RETRIEVAL OF USUAL QM

As already recalled in Sec. III, application of the inverse Weyl transformation to the phase space density leads to the description of the statistical behavior of the system in terms of the density matrix in the coordinate representation. In this section we try to look at the origin of this connection in a more direct way by using a method suggested by previous work. ${ }^{12,13,15,16,19}$

For this purpose we return to the description in phase space, i.e., to Eqs. (III.4) and (III.5):

$$
\begin{align*}
& p \partial_{x} Q-x \partial_{p} Q=0  \tag{III.4}\\
& p Q+\frac{1}{2} \frac{1+\epsilon}{1-\epsilon} \partial_{p} Q=0 \tag{III.5}
\end{align*}
$$

In eliminating the temperature dependence by a procedure entirely similar to that of Sec. IV and V, one arrives at the equations

$$
\begin{align*}
p \partial_{x} Q_{k}-x \partial_{p} Q_{k} & =0  \tag{VI.la}\\
\left(x \partial_{p}+p \partial_{x}+4 x p\right) Q_{k} & =\left(4 x p-p \partial_{x}-x \partial_{p}\right) Q_{k-1} \tag{VI.1b}
\end{align*}
$$

Equation (VI.1a) expresses the fact that each $Q_{k}$ is a function of $\xi=p^{2}+x^{2}$; Eq. (VI.1b) can also be obtained more directly from Eq. (V.7).

By combining Eqs. (VI.1) one obtains the following set of equations:

$$
\begin{aligned}
& \left(\partial_{x}+2 x\right) Q_{k}=\left(2 x-\partial_{x}\right) Q_{k-1} \\
& \left(\partial_{p}+2 p\right) Q_{k}=\left(2 p-\partial_{p}\right) Q_{k-1}
\end{aligned}
$$

Just as in going from Eq. (III.8) to Eq. (III.9) we Fourier transform these equations with respect to the variable $p$; then for

$$
\begin{equation*}
\tilde{Q}_{k}(x, z)=\int d p e^{2 i p z} Q_{k}(x, p) \tag{VI.2}
\end{equation*}
$$

we obtain the set of equations

$$
\left(\partial_{x}+2 x\right) \tilde{Q}_{k}=\left(2 x-\partial_{x}\right) \tilde{Q}_{k-1}
$$

$$
\left(\partial_{z}+2 z\right) \tilde{Q}_{k}=-\left(2 z-\partial_{z}\right) \tilde{Q}_{k-1}
$$

These equations are identical except for the overall sign of the rhs. This suggests introducing a new pair of variables $x_{1}$ and $x_{2}$, namely,

$$
\begin{equation*}
x_{1}=x-z, \quad x_{2}=x+z \tag{VI.3}
\end{equation*}
$$

in terms of which they transform into

$$
\begin{align*}
& \left(\partial_{1}+x_{1}\right) \tilde{Q}_{k}=\left(-\partial_{2}+x_{2}\right) \tilde{Q}_{k-1}  \tag{VI.4a}\\
& \left(\partial_{2}+x_{2}\right) \tilde{Q}_{k}=\left(-\partial_{1}+x_{1}\right) \tilde{Q}_{k-1} \tag{VI.4b}
\end{align*}
$$

In particular, for $k=0$ we obtain

$$
\begin{equation*}
\left(\partial_{1}+x_{1}\right) \tilde{Q}_{0}=0, \quad\left(\partial_{2}+x_{2}\right) \tilde{Q}_{0}=0 \tag{VI.5}
\end{equation*}
$$

whence

$$
\begin{equation*}
Q_{0}=N_{0} \exp \left[-\frac{1}{2}\left(x_{1}^{2}+x_{2}^{2}\right)\right] . \tag{VI.6}
\end{equation*}
$$

By the symmetry of Eqs. (VI.4), if $\tilde{Q}_{k-1}$ is a product of functions of the type

$$
\tilde{Q}_{k-1}=\varphi_{k-1}\left(x_{1}\right) \varphi_{k-1}\left(x_{2}\right)
$$

then also $\tilde{Q}_{k}$ can be written as such. Since $Q_{0}$ is such a product, according to Eq. (VI.6), we look for solutions of the form

$$
\begin{equation*}
\tilde{Q}_{k}=\varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) \tag{VI.7}
\end{equation*}
$$

According to Eq. (VI.2), $\tilde{Q}_{k}(x, 0)$ is the configuration-space density function $\rho_{k}(x)$,

$$
\rho_{k}(x) \equiv \int d p Q_{k}(x, p)=\widetilde{Q}_{k}(x, 0)
$$

Since, on the other hand, $x_{1}=x_{2}=x$ at $z=0$, as seen from Eqs. (VI.3), we obtain

$$
\begin{equation*}
\rho_{k}(x)=\left.\varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right)\right|_{z=0}=\varphi_{k}^{2}(x) \tag{VI.8}
\end{equation*}
$$

Notice that, even though the $Q_{k}$ are not positive definite for $k \neq 0$, the $\rho_{k}$ are; therefore these marginal distributions have the formal properties of true densities.

To construct the set of $\varphi_{k}$, we propose to write

$$
\begin{equation*}
\varphi_{k}\left(x_{i}\right)=\exp \left(-\frac{1}{2} x_{i}^{2}\right) \theta_{k}\left(x_{i}\right), \quad i=1,2 \tag{VI.9}
\end{equation*}
$$

where $\theta_{0}=N_{0}^{1 / 2}$ is constant, according to Eq. (VI.5). From Eqs. (VI.4) we then obtain
$\theta_{k}\left(x_{1}\right) \theta_{k}^{\prime}\left(x_{2}\right)=\theta_{k-1}\left(x_{2}\right)\left[-\theta_{k-1}^{\prime}\left(x_{1}\right)+2 x_{1} \theta_{k-1}\left(x_{1}\right)\right]$,
$\theta_{k}\left(x_{2}\right) \theta_{k}^{\prime}\left(x_{1}\right)=\theta_{k-1}\left(x_{1}\right)\left[-\theta_{k-1}^{\prime}\left(x_{2}\right)+2 x_{2} \theta_{k-1}\left(x_{2}\right)\right]$.
(VI.10b)

Combination of Eqs. (VI.10) gives

$$
\begin{equation*}
\theta_{k}^{\prime \prime}-2 x_{i} \theta_{k}^{\prime}+C_{k} \theta_{k}=0 \tag{VI.11}
\end{equation*}
$$

for every $\theta_{k}\left(x_{i}\right)$, where the $C_{k}$ are the separation constants. From Eqs. (VI.10) it also follows that $\theta_{k-1} \sim \theta_{k}^{\prime}$; from this and the fact that $\theta_{0}$ is constant, it follows that $\theta_{k}$ is a polynomial or order $k$. By requiring the coefficient of $x_{i}^{k}$ in Eq. (VI.11) to vanish we obtain $C_{k}=2 k$ and hence

$$
\begin{equation*}
\theta_{k}^{\prime \prime}-2 x_{i} \theta_{k}^{\prime}+2 k \theta_{k}=0 \tag{VI.12}
\end{equation*}
$$

The $\theta_{k}$ are therefore the Hermite polynomials,

$$
\begin{equation*}
\theta_{k}\left(x_{i}\right)=H_{k}\left(x_{i}\right) \tag{VI.13}
\end{equation*}
$$

and the $\varphi_{k}$ defined in Eq. (VI.9) satisfy the eigenvalue equation which follows from Eqs. (VI.9) and (VI.12),

$$
\begin{equation*}
\varphi_{k}^{\prime \prime}\left(x_{i}\right)+\left(2 k+1-x_{i}^{2}\right) \varphi_{k}\left(x_{i}\right)=0 \tag{VI.14}
\end{equation*}
$$

At $z=0$ both Eqs. (VI.14) reduce to

$$
\begin{equation*}
\varphi_{k}^{\prime \prime}(x)-x^{2} \varphi_{k}(x)=(2 k+1) \varphi_{k}(x) \tag{VI.15}
\end{equation*}
$$

which is the Schrödinger equation for the probability amplitude [in the sense of Eq. (VI.8)], with the correct eigenvalues already inserted.

The above results may be summarized as follows: We started from the energy representation of the phase-space density

$$
Q(\xi ; \beta)=\frac{1}{Z} \sum_{K} Q_{k}(\xi) e^{-\beta E_{\kappa}}
$$

with $E_{k}=\hbar \omega\left(k+\frac{1}{2}\right)$ and $Z=\Sigma_{k} e^{-\beta E_{k}}$, which we subjected first to a Fourier transformation with respect to $p$, obtaining

$$
\tilde{Q}(x, z ; \beta)=\frac{1}{Z} \sum_{k} \tilde{Q}_{k}(x, z) e^{-\beta E_{k}}
$$

and then transferred to the $x_{1} x_{2}$ space defined in Eqs. (VI.3), to get

$$
\begin{aligned}
\rho\left(x_{1}, x_{2}\right) & \equiv \tilde{Q}\left(\frac{x_{1}+x_{2}}{2}, \frac{x_{2}-x_{1}}{2} ; \beta\right) \\
& =\frac{1}{Z} \sum_{k} \tilde{Q}_{k}\left(x_{1}, x_{2}\right) e^{-\beta E_{k}}
\end{aligned}
$$

or finally, using Eq. (VI.7),

$$
\begin{equation*}
\rho\left(x_{1}, x_{2}\right)=\frac{1}{Z} \sum_{k} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) e^{-\beta E_{k}} \tag{VI.16}
\end{equation*}
$$

Here we recognize the usual expression for the canonical density matrix in the $x$ representation. On the other hand, the $Q_{k}$ may be explicitly written with the help of the inverse of Eq. (VI.2) and Eqs. (VI.3) and (VI.7), as follows,

$$
\begin{aligned}
Q_{k}(x, p)= & \frac{1}{2 \pi} \int \tilde{Q}_{k}(x, z) e^{-2 i p z} d Z \\
& =\frac{1}{2 \pi} \int \varphi_{k}(x-z) \varphi_{k}(x+z) e^{-2 i p z} d Z
\end{aligned}
$$

Werecognizehere the usual expression for Wigner'sdistrubution for the $k$ th pseudostate, ${ }^{22}$ which happens to be positive definite only for the ground state and for the equilibrium state at temperature $T=1 / k \beta$,

$$
\begin{align*}
Q(x, p ; \beta)= & \frac{1}{2 \pi Z} \int d z e^{-2 i p z} \\
& \times \sum_{k} e^{-\beta E_{k}} \varphi_{k}(x-z) \varphi_{k}(x+z) \tag{VI.18}
\end{align*}
$$

The above results are developments of Eqs. (III.9) and (III.11) in terms of the basis $\varphi_{k}$.

Here also, the structure of the equations suggests the introduction of raising and lowering operators, now in $x_{1} x_{2}$ space. In fact, by introducing Eq. (VI.7) into Eqs. (VI.4) we obtain

$$
\begin{aligned}
& \varphi_{k}\left(x_{1}\right)\left(\partial_{2}+x_{2}\right) \varphi_{k}\left(x_{2}\right)=\varphi_{k-1}\left(x_{2}\right)\left(-\partial_{1}+x_{1}\right) \varphi_{k}\left(x_{1}\right), \\
& \varphi_{k}\left(x_{2}\right)\left(\partial_{1}+x_{1}\right) \varphi_{k}\left(x_{1}\right)=\varphi_{k-1}\left(x_{1}\right)\left(-\partial_{2}+x_{2}\right) \varphi_{k}\left(x_{2}\right) .
\end{aligned}
$$

This system of equations suggests a separation of the form

$$
\begin{aligned}
& \varphi_{k}\left(x_{i}\right)=\frac{1}{d_{k}}\left(-\partial_{i}+x_{i}\right) \varphi_{k-1}\left(x_{i}\right), \\
& \varphi_{k}\left(x_{i}\right)=\frac{1}{d_{k}}\left(\partial_{i}+x_{i}\right) \varphi_{k}\left(x_{i}\right) ; \quad i=1,2
\end{aligned}
$$

and comparison with Eq. (VI.14) gives $d_{k}^{2}=2 k$. We therefore obtain

$$
\begin{align*}
& \varphi_{k}\left(x_{i}\right)=\frac{1}{\sqrt{k}} A_{i}^{\dagger} \varphi_{k-1}\left(x_{i}\right),  \tag{VI.19a}\\
& \varphi_{k-1}\left(x_{i}\right)=\frac{1}{\sqrt{k}} A_{i} \varphi_{k}\left(x_{i}\right), \tag{VI.19b}
\end{align*}
$$

where the lowering and raising operators are

$$
\begin{align*}
& A_{i}=\frac{1}{\sqrt{2}}\left(\partial_{i}+x_{i}\right),  \tag{VI.20a}\\
& A_{i}^{\dagger}=\frac{1}{\sqrt{2}}\left(-\partial_{i}+x_{i}\right), \tag{VI.20b}
\end{align*}
$$

respectively. These operators obey the commutation relations:

$$
\begin{equation*}
\left[A_{1}, A_{2}\right]=\left[A_{1}^{\dagger}, A_{2}^{\dagger}\right]=0 \tag{VI.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[A_{i}, A_{i}^{\dagger}\right]=1 \tag{VI.22}
\end{equation*}
$$

When going over to configuration space ( $z=0$ ), the two sets of operators reduce to the well-known creation and annihilation operators:

$$
\begin{align*}
& A_{1}=A_{2} \rightarrow \frac{1}{\sqrt{2}}(\partial+x) \equiv a,  \tag{VI.23a}\\
& A_{1}^{\dagger}=A_{2}^{\dagger} \rightarrow \frac{1}{\sqrt{2}}(-\partial+x) \equiv a^{\dagger}, \tag{VI.23b}
\end{align*}
$$

and Eqs. (VI.19) take on the usual form:

$$
\begin{align*}
& \varphi_{k}(x)=\frac{1}{\sqrt{k}} a^{\dagger} \varphi_{k-1}(x),  \tag{VI.24a}\\
& \varphi_{k-1}(x)=\frac{1}{\sqrt{k}} a \varphi_{k}(x) . \tag{VI.24b}
\end{align*}
$$

The commutation rules (VI.21) and (VI.22) are not altered in taking $z=0$.

The usual formalism in configuration space arises therefore as a projection of the operator formalism in $x_{1} x_{2}$ space, related to phase space through Eqs. (VI.2) and (VI.3).

## VII. COMPARISON WITH BROWNIAN MOTION

A classical theory applied to the harmonic oscillator
embedded in a classical Planck-distributed background radiation field thus leads in a natural way to the quantum description of the harmonic oscillator.

This is by no means a trivial results; for instance, it suffices to make a small but arbitrary change in the temperature dependence of the equilibrium field, to destroy a good deal of the theory. To stress the remarkable properties of the theory and at the same time exhibit the source of the differrences between more familiar stochastic systems and their QM (i.e., SED) counterpart-a point on which still some confusion prevails-it is illustrative to examine the Brownian harmonic oscillator. The interest of this digression is enforced by the fact that the Brownian oscillator obeys a Fokker-Planck equation which has exactly the same form as the quantum mechanical one, as far as the phase-space dependence goes ${ }^{27}$ :
$\frac{\partial Q}{\partial T}+\frac{p}{m} \frac{\partial Q}{\partial x}+\frac{\partial}{\partial p}\left(-m \omega^{2} x-\gamma p\right) Q-D \frac{\partial^{2} Q}{\partial p^{2}}=0$
(VII.1)
[compare with Eq. (II.10), with $L_{2}=0$ and $D^{p p}=$ const.)]. The diffusion coefficient $D$ can be calculated with the same formula (II.2), and the force $e E^{m}(t)$ being replaced by a del-ta-correlated function, $\left\langle F(t) F\left(t^{\prime}\right)\right\rangle=D_{b} \delta\left(t^{\prime}-t\right)$, corresponding to white noise,
$D \equiv D^{p p}=\int_{-\infty}^{\infty}\left\langle F(t) F\left(t^{\prime}\right)\right\rangle \frac{\partial p}{\partial \bar{p}} d t^{\prime}$

$$
\begin{equation*}
=\int D_{b} \delta\left(t^{\prime}-t\right) \frac{\partial p}{\partial \bar{p}} d t^{\prime}=D_{b} \tag{VII.2}
\end{equation*}
$$

We notice incidentally an important difference between the Brownian system and the SED system; whereas in the latter $D^{p p}$ is in general a phase function and becomes independent of $x$ and $p$ for the harmonic oscillator only, in the classical case, due to the infinitely small correlation time of the stochastic force (i.e., due to its spectral density being independent of frequency), $D$ is the same constant $D_{b}$ for any external potential. This causes any equilibrium distribution in the Brownian case to have the canonical form $\sim e^{-\beta H}$, whereas in SED this form is characteristic of linear systems only.

The equilibrium solution is obtained also in this case by separating the Liouville part,

$$
\begin{equation*}
L_{0} Q=\frac{p}{m} \frac{\partial Q}{\partial x}-m \omega^{2} x \frac{\partial Q}{\partial p}=0 \tag{VII.3}
\end{equation*}
$$

from the diffusive-dissipative part,

$$
\begin{equation*}
-L_{1} Q=\gamma p Q+D_{b} \frac{\partial Q}{\partial p}=0 \tag{VII.4}
\end{equation*}
$$

in the stationary Fokker-Planck equation. Notice that the equilibrium distribution satisfies the principle of detailed balance. The problem seems therefore very similar to that of SED, as can be seen by comparing with Eqs. (III.1) and (III.2), the only difference being the specific values of $D_{b}$ and the friction coefficient $\gamma$, which are related through Einstein's formula

$$
\begin{equation*}
\frac{D_{b}}{m \gamma}=k T=\frac{1}{\beta} . \tag{VII.5}
\end{equation*}
$$

The (normalized) equilibrium solution is therefore the Max-well-Boltzmann distribution

$$
\begin{equation*}
Q=\frac{\beta \omega}{2 \pi} \exp \left[-\beta\left(\frac{p^{2}}{2 m}+\frac{m \omega^{2} x^{2}}{2}\right)\right]=\frac{\beta \omega}{2 \pi} e^{-\beta H} \tag{VII.6}
\end{equation*}
$$

and the mean energy is given by

$$
\begin{equation*}
\stackrel{\rightharpoonup}{E}=\frac{1}{\beta}=k T . \tag{VII.7}
\end{equation*}
$$

From Eqs. (IV.3) and (VI.7) we obtain now

$$
Z=\exp \left[-\int^{\beta} \bar{E}(\beta) d \beta\right]=\frac{1}{\beta}
$$

and hence, from Eq. (IV.1),

$$
g(E)=1
$$

i.e., the spectral density of states is constant. Equation (IV.2) applied to this case,

$$
Q(H ; \beta)=\beta \int \check{Q}(H ; E) e^{-\beta E} d E
$$

together with Eq. (VII.6) give

$$
\begin{equation*}
\check{Q}(H ; E)=\frac{\omega}{2 \pi} \delta(E-H) \tag{VII.8}
\end{equation*}
$$

No "energy levels" are obtained: Quite on the contrary, the distribution of $\check{Q}(E)$ is uniform throughout the energy range ( $g=1$ ). Instead of a discrete set of orthogonal functions $Q_{n}$, we get a continuous, complete set of orthogonal functions $\check{Q}(E)$, such that

$$
\int \check{Q}(H ; E) \check{Q}\left(H ; E^{\prime}\right) d H=\left(\frac{\omega}{2 \pi}\right)^{2} \delta\left(E-E^{\prime}\right) .
$$

The inverse Weyl transform [see Eqs. (VI.2), (VI.3), and (VI.7)] of Eq. (VII.8) does obviously not satisfy a secondorder Schrödinger-like equation; only the complete $Q(\beta)$, Eq. (VII.6), is amenable to such a description. Indeed, by defining

$$
\tilde{Q}(x, z)=\int d p Q(x, p ; \beta) e^{2 i p z / \alpha}
$$

where $\alpha$ is a parameter to be determined below, and taking the Fourier transform of Eqs. (VII.3) and (VII.4) one obtains

$$
\partial_{x} \tilde{Q}=-m \beta \omega^{2} x \tilde{Q}, \quad \partial_{z} \tilde{Q}=-\frac{4 m}{\alpha^{2} \beta} z \tilde{Q}
$$

the solution of which can be written as a product of the form

$$
\tilde{Q}(x, z)=\varphi(x+z) \varphi(x-z)
$$

only if

$$
\alpha=\frac{2}{\beta \omega}=\frac{2 k T}{\omega}
$$

i.e., if the Weyl transformation is temperature dependent. In that case, $\varphi$ is the solution of the eigenvalue equation

$$
\begin{equation*}
-\frac{2}{m \omega^{2} \beta^{2}} \varphi^{\prime \prime}+\frac{m \omega^{2}}{2} x^{2} \varphi=\frac{1}{\beta} \varphi=\bar{E} \varphi \tag{VII.9}
\end{equation*}
$$

with a unique eigenvalue; the normalized solution is

$$
\begin{equation*}
\varphi=\left(\frac{m \omega^{2} \beta}{2 \pi}\right)^{1 / 4} \exp \left(-\frac{m \omega^{2} \beta}{4} x^{2}\right) \tag{VII.10}
\end{equation*}
$$

and the mean energy is correctly given by $1 / \beta=k T$. There is, of course, no sense in constructing a whole Hilbert space for only one vector.

So we see that, though the equilibrium solutions for the Brownian and the SED oscillators, Eqs. (VII.6) and (VII.8), respectively, have exactly the same $x$ and $p$ dependence, their temperature dependence is essentially different, and this gives rise, in its turn, to a difference in their mechanical behavior. The most striking difference is perhaps that related to the energy spectrum-continuous against discrete-but there exist other important ones. For instance, a Brownian oscillator can be frozen by reducing the temperature of the heat bath to zero; the SED oscillator never does come to a standstill.

We can now trace the origin of these striking physical and mathematical differences to the correlation function of the stochastic force, which by Eq. (II.3) determines the diffusion coefficient $D^{p p}$. In the Brownian case, the stochastic force is provided by an immensely large number of classical particles colliding with the oscillator: These obey the Max-well-Botlzmann distribution when in equilibrium. It is the background radiation field obeying Planck's law which "quantizes" the electron: An electron immersed in a classical mechanical heat bath would, of course, behave essentially as a Brownian particle.

Below we will see that the smallness of the parameter $\tau=2 e^{2} / 3 m c^{3}$, the value of which is fixed by classical electrodynamics, also plays an important role in defining the quantum behavior of the SED system in nonequilibrium conditions. For an electron $\tau$ is of the order of $10^{-22} \mathrm{~s}$, much smaller than the usual values of $\gamma / \omega^{2}$ for a Brownian particle.

## VIII. THERMODYNAMIC BEHAVIOR: BLOCH'S EQUATION

From the point of view of SED, the Schrödinger description is incomplete because it concerns only the isolated, temperature-independent components of the complete distribution, without regard to the way in which they combine in a real, physical situation. Neither the state of thermodynamic equilibrium nor the way in which this state is attained, are described by the Schrödinger equation. Hence, to describe the thermodynamic behavior it is necessary to resort to statistical mechanics; to study the time variation of a nonequilibrium distribution it is necessary to resort to quantum electrodynamics: Statistical mechanics and QED are brought in to restore the information which was dropped in order to retrieve the Schrödinger description in terms of pure states. We shall now recover this lost information contained in the full Fokker-Planck equation (II.10). In the next two sections we shall pay attention to the non-Liouvillian terms in the Fokker-Planck equation, which refer explicitly to the interaction of the oscillator with the radiation field, and study their effects on the time variation of what in QM are
stationary eigenstates. In this section we are concerned with the state of thermal equilibrium, which is assumed to be reached after a long time of such interaction between oscillator and field.

We recall from Sec. VI that the canonical density matrix corresponding to the thermal equilibrium distribution in phase space is

$$
\begin{equation*}
\rho\left(x_{1}, x_{2}\right)=\frac{1}{Z} \sum_{k} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) e^{-\beta E_{k}} . \tag{VIII.1}
\end{equation*}
$$

Pure states (or Schrödinger) QM works with the $\varphi_{k}$ as separate entities; as we have seen above, this is perfectly admissible also for SED as long as they are not supposed to represent on their own real physical states. The pure states represented by the amplitudes $\varphi_{k}$ of the pseudostate $Q_{k}$ are just about as physical as, e.g., the points of the reciprocal lattice of a crystal, or the Fourier components of a sound wave; and mathematically they are as useful, because they can be used as a basis to describe any real state.

Equation (VIII.1) is a hybrid expression, in the sense that it contains both statistical and quantum mechanical information. The latter has already been isolated and is fully contained (to zero order in $\tau$ ) in the Schrödinger equation for the amplitudes $\varphi_{k}$. With the purpose of extracting now the statistical information and trying to preserve simplicity, we shall take the unnormalized density matrix

$$
\begin{align*}
\rho_{\mathrm{un}}\left(x_{1}, x_{2}\right) & \equiv Z \rho\left(x_{1}, x_{2}\right) \\
& =\sum_{k} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) e^{-\beta E_{k}} \tag{VIII.2}
\end{align*}
$$

as is usual in quantum statistics, and derive it with respect to $\beta$,

$$
\frac{\partial \rho_{\mathrm{un}}}{\partial \beta}=-\sum_{k} E_{k} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) e^{-\beta E_{k}}
$$

Introducing here the Schrödinger equation(VI.15) written in terms of the Hamiltonian operator, as usual,

$$
\hat{H}_{1} \varphi_{k}\left(x_{1}\right)=\left(-\frac{\hbar^{2}}{2 m} \partial_{1}^{2}+V_{1}\right) \varphi_{k}\left(x_{1}\right)=E_{k} \varphi_{k}\left(x_{1}\right)
$$

we obtain

$$
\begin{aligned}
\frac{\partial \rho_{\mathrm{un}}}{\partial \beta} & =-\sum_{k} \hat{H}_{1} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) e^{-\beta E_{k}} \\
& =-\hat{H}_{1} \sum_{k} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) e^{-\beta E_{k}}
\end{aligned}
$$

whence

$$
\begin{equation*}
\frac{\partial \rho_{\mathrm{un}}}{\partial \beta}=-\hat{H}_{4} \rho_{\mathrm{un}}\left(x_{1}, x_{2}\right) \tag{VIII.3}
\end{equation*}
$$

The unnormalized canonical density matrix defined in Eq. (VIII.2) is thus found to satisfy the Bloch equation, with the usual quantum mechanical Hamiltonian operator. We must stress that this equation, which gives a complete statisti-
cal acount of the equilibrium state in phase space, has been derived here from the postulates of SED.

## IX. TIME DEPENDENCE NEAR EQUILIBRIUM

Though up to now we have studied only the state of thermodynamic equilibrium, the same mathematical apparatus developed for arriving at the usual time independent quantum results can be used to study the nonstationary solutions of the Fokker-Planck equation near equilibrium. For this purpose we shall work in $x_{1} x_{2}$ space, in which the stationary solution was written in terms of the basis $\varphi_{k}$ as

$$
\begin{equation*}
\rho\left(x_{1}, x_{2}\right)=\frac{1}{Z} \sum_{k} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) e^{-\beta E_{k}} \tag{VIII.1}
\end{equation*}
$$

Any $\rho$ of the form

$$
\begin{equation*}
\rho\left(x_{1}, x_{2}\right)=\sum_{k, l} C_{k} C_{i}^{*} \varphi_{k}\left(x_{2}\right) \varphi_{l}\left(x_{1}\right) \tag{IX.1}
\end{equation*}
$$

which does not coincide with Eq. (VIII.1) will, of course, not be an equilibrium solution and hence, the coefficients $C_{k}$ will in general depend on time. In order to determine the time dependence of $C_{k}$ we must demand $\rho\left(x_{1}, x_{2}\right)$ to be a solution of the complete Fokker-Planck equation (II.10) written in $x_{1} x_{2}$ space. As a first step we take the Fourier transform of this equation [see Eq. (VI.2)], to get

$$
\frac{\partial \tilde{Q}}{\partial t}+\left(\tilde{L}_{0}+\tilde{L}_{2}\right) \tilde{Q}-2 i z \tilde{L}_{1} \tilde{Q}=0
$$

where

$$
\begin{aligned}
& \tilde{L}_{0}(x, z)=-\frac{i \hbar}{2 m} \partial_{z} \partial_{x}+2 i m \omega^{2} x z \\
& \tilde{L}_{1}(x, z)=\frac{i}{2} \tau \omega^{2} \partial_{z}+2 i D^{p p} z
\end{aligned}
$$

and

$$
\tilde{L}_{2}(x, z)=2 i D^{x p} z \partial_{x}
$$

To complete this transformation we introduce the variables $x_{1}$ and $x_{2}$, thus obtaining for $\rho\left(x_{1}, x_{2}\right)=\tilde{Q}(x, z)$,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\left(\tilde{L}_{0}+\tilde{L_{2}}\right) \rho-\frac{i}{\hbar}\left(x_{1}-x_{2}\right) \tilde{L}_{\varphi} \rho=0 \tag{IX.2}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{L}_{0}=-\frac{i \hbar}{2 m}\left(\partial_{1}^{2}-\partial_{2}^{2}\right)+\frac{i m \omega^{2}}{2 \hbar}\left(x_{1}^{2}-x_{2}^{2}\right),  \tag{IX.3}\\
& \tilde{L_{1}}=\frac{i \hbar \tau m \omega^{2}}{2}\left(\partial_{1}-\partial_{2}\right)+\frac{i D^{p p}}{\hbar}\left(x_{1}-x_{2}\right), \tag{IX.4}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{L}_{2}=\frac{i}{\hbar} D^{x p}\left(x_{1}-x_{2}\right)\left(\partial_{1}+\partial_{2}\right) \tag{IX.5}
\end{equation*}
$$

We recall that both $\tilde{L}_{1}$ and $\tilde{L_{2}}$ are of order $\tau$ compared with $\tilde{L}_{0}$, and that $\tau$ is a very small parameter. Hence the time dependence of $\rho$ is determined to lowest order in $\tau$ through the equation

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\tilde{L_{\varphi}} \rho=0 \tag{IX.6}
\end{equation*}
$$

which can be written out explicitly as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=\frac{i \hbar}{2 m}\left(\partial_{1}^{2}-\partial_{2}^{2}\right) \rho-\frac{i}{\hbar}\left[V\left(x_{1}\right)-V\left(x_{2}\right)\right] \rho, \tag{IX.7}
\end{equation*}
$$

where $V=\frac{1}{2} m \omega^{2} x^{2}$. This is just the von Neumann equation for the time evolution of the density matrix (in the $x$ representation).

By introducing Eq. (IX.1) into Eq. (IX.7) we obtain

$$
\left.i \hbar \sum \dot{C}_{k} C_{l}^{*}+C_{k} \dot{C}_{l}^{*}\right) \varphi_{k}\left(x_{1}\right) \varphi_{l}\left(x_{2}\right)
$$

$$
\begin{aligned}
& =\sum C_{k} C_{l}^{*}\left[-\frac{\hbar^{2}}{2 m}\left(\partial_{1}^{2}-\partial_{2}^{2}\right)+V\left(x_{1}\right)-V\left(x_{2}\right)\right] \varphi_{k}\left(x_{1}\right) \varphi_{1}\left(x_{2}\right) \\
& =\sum C_{k} C_{l}^{*}\left(E_{k}-E_{l}\right) \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) .
\end{aligned}
$$

The second equality follows from the stationary Schrödinger equation

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \partial^{2} \varphi_{k}+V \varphi_{k}=E_{k} \varphi_{k} . \tag{IX.8}
\end{equation*}
$$

By multiplying by $\varphi_{k}\left(x_{1}\right) \varphi_{1}\left(x_{2}\right)$ and integrating over $x_{1}$ and $x_{2}$ we obtain

$$
i \hbar\left(\dot{C}_{k} C_{l}^{*}+C_{k} \dot{C}_{l}^{*}\right)=C_{k} C_{l}^{*}\left(E_{k}-E_{l}\right)
$$

whence

$$
i \hbar \dot{C}_{k}=C_{k} E_{k}
$$

the solution of which is

$$
\begin{equation*}
C_{k}(t)=C_{k}(0) \exp \left(-\frac{i E_{k}}{\hbar} t\right) \tag{IX.9}
\end{equation*}
$$

We can therefore write for the density matrix to zero order in $\tau$

$$
\rho\left(x_{1}, x_{2}\right)=\sum C_{k}(0) C_{l}^{*}(0) \exp \left(-\frac{i}{\hbar}\left(E_{k}-E_{l}\right) t\right) \varphi_{k}\left(x_{1}\right) \varphi_{l}\left(x_{2}\right)
$$

$$
\begin{equation*}
=\sum C_{k}(0) C_{l}^{*}(0) \psi_{k}\left(x_{1}\right) \psi_{l}^{*}\left(x_{2}\right), \tag{IX.10}
\end{equation*}
$$

where $\psi_{k}=\exp \left[-\left(i E_{k} / \hbar\right) t\right] \varphi_{k}$ satisfies the time dependent Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \psi_{k}}{\partial t}=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2} \psi_{k}}{\partial x^{2}}+V \psi_{k} \tag{IX.11}
\end{equation*}
$$

as follows directly from Eq. (IX.8). The fundamental equations of QM for the time evolution, namely, von Neumann's equation for the density matrix and Schrödinger's equation for the probability amplitude, are therefore deduced from SED, but only as approximate results to zero order in $\tau$. They hold good when the system is close enough to equilibrium for the quantity $\hbar^{-1}\left|\left(x_{1}-x_{2}\right) \tilde{L_{\rho}} \rho\right|$ to be small compared with $\left|\tilde{L_{\rho}} \rho\right|$ (recall that in equilibrium, $\tilde{L_{\imath}} \rho=0$ ); under these circumstances, also $\left|\tilde{L_{2}} \rho\right|$ is small compared with $\left|\tilde{L_{\varphi}}\right|$.

## X. THE RADIATIVE CORRECTIONS: LIFETIME AND LAMB'S SHIFT

The diffusion-dissipation term $\tilde{L_{i}} \rho$ is responsible for the
attainment of equilibrium, as follows from the fact that it is the equation $\tilde{L_{\rho}} \rho=0$ which singles out the right equilibrium solution from the infinitely many solutions of $\tilde{L_{\varphi}} \rho=0$. We therefore expect this term to give rise, near equilibrium, to a slow time variation of the population of the pseudostates described by $\psi_{k}$, which to zero order is constant in time,

$$
\rho_{k}^{0}=\left|\psi_{k}\right|^{2}=\left|C_{k}(0)\right|^{2} \varphi_{k}^{2}=\left|C_{k}(0)\right|^{2} \tilde{Q}_{k}(x, 0) .
$$

The term $\tilde{L}_{\varphi} \rho$ should therefore fix the lifetime of the pseudostates $Q_{k}$.

The term $\tilde{L}_{2} \rho$, on the other hand, is a correction to the Liouvillian term, and we must therefore expect it to alter the energy values corresponding to the pseudostates $Q_{k}$, which to zero order have been found to be $E_{k}=\hbar \omega\left(k+\frac{1}{2}\right)$.

In brief, we expect to obtain a real (coming from $\tilde{L_{1}}$ ) and an imaginary (from $\tilde{L}_{2}$ ) correction to the exponent of $C_{k}(t)$, both due to the interaction of the oscillator with the background radiation field. To calculate these radiative corrections, we use the method of variation of parameters and rewrite Eq. (IX.10) in the form

$$
\begin{equation*}
\rho=\sum c_{k} c_{l}^{*} e^{-i \omega_{k l} l} \varphi_{k}(1) \varphi_{l}(2) \tag{X.1}
\end{equation*}
$$

where $\hbar \omega_{k l}=E_{k}-E_{l}$ and the $c_{k}$ 's are slowly varying functions of time, to be determined. By introducing this into Eq. (IX.2)-which is exact to first order in $\tau$-and taking into account Eq. (IX.7), we are left with

$$
\begin{align*}
& \sum\left(c_{k} \dot{c}_{l}^{*}+\dot{c}_{k} c_{l}^{*}\right) e^{-i \omega_{k} t} \varphi_{k}\left(x_{1}\right) \varphi_{k}\left(x_{2}\right) \\
& \quad=\left(-\tilde{L_{2}}+\frac{i}{\hbar}\left(x_{1}-x_{2}\right) \tilde{L}_{1}\right) \sum c_{k} c_{l}^{*} e^{-i \omega_{k} t} \varphi_{k}\left(x_{1}\right) \varphi_{l}\left(x_{2}\right) \\
& \quad=-K \sum c_{k} c_{l}^{*} e^{-i \omega_{k i} t} \varphi_{k}\left(x_{1}\right) \varphi_{l}\left(x_{2}\right), \tag{X.2}
\end{align*}
$$

where the operator $K$ is

$$
\begin{equation*}
K=K_{1}+K_{2}^{*}+K_{12}+K_{21}^{*} \tag{X.3a}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{i}=\frac{\tau \omega^{2}}{2} x_{i} \partial_{i}+\frac{D^{p p}}{\hbar^{2}} x_{i}^{2}+\frac{i}{\hbar} D^{x p} x_{i} \partial_{i} \tag{X.3b}
\end{equation*}
$$

and

$$
\begin{align*}
K_{i j}= & -\frac{\tau \omega^{2}}{2} x_{i} \partial_{j}-\frac{D^{p p}}{\hbar^{2}} x_{i} x_{j} \\
& +\frac{i}{\hbar} D^{x p} x_{i} \partial_{j} \quad(i, j=1,2, \quad i \neq j) . \tag{X.3c}
\end{align*}
$$

By multiplying Eq. (X.2) by $\varphi_{k}\left(x_{1}\right) \varphi_{1} \cdot\left(x_{2}\right)$ and integrating over $x_{1}$ and $x_{2}$ we get (interchanging $k, l$ and $k^{\prime}, l^{\prime}$ )

$$
\begin{align*}
\left(c_{k} \dot{c}_{l}^{*}\right. & \left.+\dot{c}_{k} c_{l}^{*}\right) e^{-i \omega_{k} t} \\
& =-\sum c_{k} c_{l}^{*} e^{-i \omega_{k}, t}\langle k l| K\left|k l^{\prime}\right\rangle \tag{X.4}
\end{align*}
$$

where the indices $k, k^{\prime}\left(l, l^{\prime}\right)$ refer to the variable $x_{1}\left(x_{2}\right)$.
In order to determine $c_{k}(t)$, we must separate it from $c_{i}^{*}$,
as was done in obtaining Eq. (IX.9). To perform this separation we note that the time variation of $c_{k}$ must be due to operators acting on $\varphi_{k}\left(x_{1}\right)$. But the operators $K_{i j}$ act on both $\varphi_{k}\left(x_{1}\right)$ and $\varphi\left(x_{2}\right)$; hence the separation is not so straightforward.

In a first-order calculation, however-which is all we can do, since $K$ is already written to first order in $\tau$-the problem becomes simple. Let us assume, to simplify the procedure, that the initial state of the system is described by

$$
\begin{align*}
& \quad \rho(t=0)=\varphi_{n}\left(x_{1}\right) \varphi_{n}\left(x_{2}\right) \\
& \text { i.e., } \\
& \quad c_{k}(0)=\delta_{n k} \quad \text { and } \quad c_{l}^{*}(0)=\delta_{n t} . \tag{X.5}
\end{align*}
$$

Since near equilibrium the radiative corrections are small, we may safely assume that for short times, $c_{n}$ remains of order 1 , whereas the $c_{k}(k \neq n)$ remain small; then to first order, Eq. (X.4) reduces to

$$
\left(c_{k} \dot{c}_{l}^{*}+\dot{c}_{k} c_{l}^{*}\right) e^{-i \omega_{k, t}}=c_{n} c_{n}^{*}\langle k l| K|n n\rangle
$$

For $l=n$ we have

$$
\begin{equation*}
\left(c_{k} \dot{c}_{n}^{*}+\dot{c}_{k} c_{n}^{*}\right) e^{-i \omega_{k, n}}=-c_{n} c_{n}^{*}\langle k n| K|n n\rangle \tag{X.6}
\end{equation*}
$$

From Eqs. (X.3) and the properties of the $\varphi$ functions for the harmonic oscillator, we have

$$
\begin{aligned}
& \langle k n| K_{12}|n n\rangle=\langle k n| K_{21}^{*}|n n\rangle=0, \\
& \langle k n| K_{1}|n n\rangle=\langle k| K_{1}|n\rangle,
\end{aligned}
$$

and

$$
\langle k n| K_{2}^{*}|n n\rangle=\delta_{k n}\langle n| K_{2}^{*}|n\rangle
$$

whence Eq. (X.6) becomes

$$
\begin{aligned}
c_{k} \dot{c}_{n}^{*} & +\dot{c}_{k} c_{n}^{*} \\
& =-c_{n} c_{n}^{*} e^{i \omega_{k, t}}\left[\langle k| K_{1}|n\rangle+\delta_{k n}\langle n| K_{2}^{*}|n\rangle\right]
\end{aligned}
$$

The action of $K$ over the variables $x_{1}$ and $x_{2}$ has thus become separated: The first term within brackets gives rise to a variation of $\psi_{k}\left(x_{1}\right)$ and the second one is responsible for the change of $\psi_{n}^{*}\left(x_{2}\right)$ and hence of the time variation of $c_{k}$ or $c_{n}^{*}$, respectively. We may therefore write

$$
c_{k} \dot{c}_{n}^{*}=-c_{n} c_{n}^{*}\langle n| K_{2}^{*}|n\rangle \delta_{k n}
$$

and

$$
\dot{c}_{k} c_{n}^{*}=-c_{n} c_{n}^{*} e^{i \omega_{k n} t}\langle k| K_{1}|n\rangle
$$

Taking $k=n$ in the second of these equations we get

$$
\dot{c}_{n}=-\langle n| K_{1}|n\rangle c_{n}
$$

whence

$$
c_{n}(t)=\exp \left(-\langle n| K_{1}|n\rangle t\right)
$$

We shall write this result in the more convenient form

$$
\begin{equation*}
c_{n}(t)=\exp \left(-\frac{1}{2} \Gamma_{n} t-\frac{i \delta E_{n}}{\hbar} t\right) \tag{X.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{n} \equiv \frac{1}{T_{n}}=2 \operatorname{Re}\langle n| K_{1}|n\rangle \tag{X.8}
\end{equation*}
$$

is the decay constant (such that $\rho_{n} \sim e^{-\Gamma_{n} t}$ ) and

$$
\begin{equation*}
\delta E_{n}=\hbar \operatorname{Im}\langle n| K_{1}|n\rangle \tag{X.9}
\end{equation*}
$$

is the correction to the energy $E_{n}$ [see Eq. (IX.9)].
To calculate $\Gamma_{n}$ we take the average of the real part of $K_{1}$ given by Eq. (X.3b),

$$
\operatorname{Re}\langle n| K_{1}|n\rangle=-\frac{\tau \omega^{2}}{4}+\frac{D^{p p}}{m \omega \hbar}\left(n+\frac{1}{2}\right)
$$

and substitute Eq. (II.9) for $D^{p p}$, thus obtaining

$$
\begin{equation*}
\Gamma_{n}=\frac{\tau \omega}{\hbar}\left(\frac{1+\epsilon}{1-\epsilon} E_{n}-E_{0}\right) \tag{X.10}
\end{equation*}
$$

where $\epsilon=e^{-\beta \hbar \omega}=e^{-\hbar \omega / k T}$.
According to this result, the radiative decay of excited states is accelerated by raising the temperature of the background field. It is interesting to note that at $T>0$, we have $\Gamma_{0}>0$, which shows that the ground state is not a stable state at positive temperatures. At low temperatures $\Gamma_{0}$ decreases exponentially towards zero: $\Gamma_{0} \simeq \tau \omega^{2} e^{-h_{0} / k T}$, whereas at very high temperatures it grows linearly with $T$ :
$\Gamma_{0} \simeq(\tau \omega / 2 \hbar) k T$.
At $T=0$, Eq. (X.10) reduces to

$$
\begin{equation*}
\Gamma_{n}=\frac{\tau \omega}{\hbar}\left(E_{n}-E_{0}\right)=\tau \omega^{2} n=n \Gamma_{1} \tag{X.11}
\end{equation*}
$$

or, since for a harmonic oscillator

$$
\left.\left.\sum_{k<n}|\langle n| x| k\right\rangle\left.\right|^{2}=|\langle n| x| n-1\right\rangle\left.\right|^{2}=\frac{\hbar n}{2 m \omega}
$$

we may rewrite this expression as

$$
\begin{equation*}
\left.\Gamma_{n}=\frac{4 e^{2} \omega^{3}}{3 \hbar c^{3}} \sum_{k<n}|\langle n| x| k\right\rangle\left.\right|^{2} \tag{X.12}
\end{equation*}
$$

This result coincides with the first-order prediction of quantum electrodynamics for the radiative decay of excited states in the dipole approximation. ${ }^{28}$

To calculate $\delta E_{n}$ we take the average value of the imaginary part of $K_{1}$. For this purpose we must first calculate $D^{x p}$ from Eq. (II.2); we recall that in the Markovian approximation this equation reduces to

$$
\begin{equation*}
D^{x p}=e^{2} \int_{0}^{t} d t^{\prime}\left\langle E^{m}(t) E^{m}\left(t^{\prime}\right)\right\rangle \frac{\partial x(t)}{\partial \bar{p}\left(t^{\prime} ; t\right)} \tag{X.13}
\end{equation*}
$$

From the solution of the nonstochastic equation of motion for the oscillator we get

$$
\frac{\partial x(t)}{\partial \bar{p}\left(t^{\prime} ; t\right)}=\frac{1}{m \omega} \exp \left[-\frac{1}{2} \tau \omega^{2}\left(t-t^{\prime}\right)\right] \sin \omega\left(t-t^{\prime}\right)
$$

which introduced into Eq. (X.13), together with Eqs. (II.4) to (II.8), yields

$$
\begin{aligned}
D^{x p} & =\frac{2 \pi e^{2}}{m \omega} \int_{-\infty}^{\infty} d \omega^{\prime} \frac{1}{3} \rho_{T}^{m}\left(\omega^{\prime}\right) \int_{0}^{t} d t^{\prime} \\
& \times \exp \left[i \omega^{\prime}\left(t-t^{\prime}\right)-\frac{1}{2} \tau \omega^{2}\left(t-t^{\prime}\right)\right] \sin \omega\left(t-t^{\prime}\right) \\
& =\frac{\pi \hbar}{\pi} \int_{0}^{\infty} d \omega^{\prime} \frac{\omega^{\prime 3}}{1+\tau^{2} \omega^{\prime 2}}
\end{aligned}
$$

$$
\begin{equation*}
\times \frac{\omega^{2}-\omega^{\prime 2}}{\left(\omega^{2}-\omega^{\prime 2}\right)^{2}+\tau^{2} \omega^{4} \omega^{\prime 2}} \frac{1+e^{-\hbar \omega^{\prime} \beta}}{1-e^{-\hbar \omega^{\prime} \beta}}, \tag{X.14}
\end{equation*}
$$

where the factor $\frac{1}{3}$ was introduced to take account of the onedimensional character of our problem.

The above integral diverges logarithmically: We are meeting here the well-known divergence encountered by QED in the calculation of the Lamb shift. The origin of this divergence lies in the spectral density assumed for the zeropoint field, $\rho_{0}(\omega) \sim \omega^{3}$, which being nonintegrable implies an infinite energy density for the vacuum. We may in principle make the integral convergent by introducing a cutoff to account for the relativistic effects left out in our simplified treatment (pair creation, finite velocity of the particle, etc.); but since we lack a reasonable theory to evaluate these effects, we would rather resort to the customary renormalization procedure typical of QED calculations. First note that the integral is divergent even for the free particle, i.e., in the $\operatorname{limit} \omega=0$, which implies an (infinite) correction to the selfenergy (to the mass, in our nonrelativistic version) of the particle. Since this is not a contribution to the Lamb shift proper, because it must be already included in the experimental mass value, we subtract it and thus obtain

$$
\begin{aligned}
D_{L}^{x p}= & \frac{\tau \hbar}{\pi} \int_{0}^{\infty} d \omega^{\prime} \frac{\omega^{\prime 3}}{1+\tau^{2} \omega^{\prime 2}}\left[\frac{\omega^{2}-\omega^{\prime 2}}{\left(\omega^{2}-\omega^{\prime 2}\right)^{2}+\tau^{2} \omega^{4} \omega^{\prime 2}}\right. \\
& \left.-\frac{-\omega^{\prime 2}}{\omega^{\prime 4}+\tau^{2} \omega^{4} \omega^{\prime 2}}\right] \frac{1+\epsilon^{\prime}}{1-\epsilon^{\prime}} \\
= & \frac{\tau \hbar}{2 \pi} \omega^{2} \int_{0}^{\infty} d \omega^{\prime} \frac{\omega^{\prime 3}}{1+\tau^{2} \omega^{\prime 2}} \\
& \times \frac{\omega^{2}\left(1+\tau^{2} \omega^{2}\right)-\omega^{\prime 2}}{\left(\omega^{\prime 2}+\tau^{2} \omega^{4}\right)\left[\left(\omega^{2}-\omega^{\prime 2}\right)^{2}+\tau^{2} \omega^{4} \omega^{\prime 2}\right]} \frac{1+\epsilon^{\prime}}{1-\epsilon^{\prime}},
\end{aligned}
$$

which is already convergent. In evaluating this integral we take account of the resonance at $\omega^{\prime}=\omega$, neglect the unimportant terms of order $\tau^{2}$ and simultaneously introduce a cutoff at the frequency $\omega_{c}$, which we do not specify further but may estimate to be of the order of $2 m c^{2}$, the onset of pair creation effects. We thus obtain

$$
\begin{align*}
D_{L}^{x p} & =-\frac{\tau \hbar}{2 \pi} \omega^{2}\left(\ln \frac{\omega_{c}}{\omega}\right) \frac{1+\epsilon}{1-\epsilon} \\
& =\frac{\tau \hbar}{2 \pi m} F^{\prime}\left(\ln \frac{\omega_{c}}{\omega}\right) \frac{1+\epsilon}{1-\epsilon} \\
& =-\frac{\tau \hbar}{2 \pi m}\left(\ln \frac{\omega_{c}}{\omega}\right) \frac{1+\epsilon}{1-\epsilon} \cdot V^{\prime \prime}, \tag{X.15}
\end{align*}
$$

where $\epsilon=\exp (-\beta \hbar \omega)$ is to be evaluated at the frequency of the oscillator. We can then write for the energy correction

$$
\delta_{L} E_{n} \equiv \delta E_{n}-\delta E_{n}(\omega=0)=\langle n| D_{L}^{x p} x \partial_{x}|n\rangle
$$

$$
=-\frac{\tau \hbar}{2 \pi m}\left(\ln \frac{\omega_{c}}{\omega}\right)\langle n| V^{\prime \prime} x \partial_{x}|n\rangle \frac{1+\epsilon}{1-\epsilon}
$$

or
$\delta_{L} E_{n}=\frac{\tau \hbar}{2 \pi m}\left(\ln \frac{\omega_{c}}{\omega}\right)\langle n| \nabla^{2} V|n\rangle \frac{1+e^{-\beta \hbar c}}{1-e^{-\beta \hbar \omega}}$.
We have written $\nabla^{2} V$ instead of the one-dimensional expression $V^{\prime \prime}$, to give to the final result a form which is correct regardless of the number of dimensions. Equation (X.16) shows that each level of the harmonic oscillator suffers a shift due to the interaction with the background field, ${ }^{29}$ and that this shift grows with temperature. Since the level shift is the same for all pseudostates, because
$\langle n| \nabla^{2} V|n\rangle=-3 m \omega^{2}$ (in three dimensions) is independent of $n$, the Lamb shift does not alter the radiation spectrum.

At $T=0$, Eq. (X.16) reduces to

$$
\begin{equation*}
\delta_{L} E_{n}=\frac{\tau \hbar}{2 \pi m}\left(\ln \frac{\omega_{c}}{\omega}\right)\langle n| \nabla^{2} V|n\rangle \tag{X.17}
\end{equation*}
$$

On comparing this result with the renormalized result given by QED for any bounded problem ${ }^{30}$ :

$$
\begin{equation*}
\delta E_{n}=\frac{\tau \hbar}{2 \pi m}\left(\ln \frac{E_{c}}{\langle\Delta E\rangle}\right)\langle n| \nabla^{2} V|n\rangle \tag{X.18}
\end{equation*}
$$

where $E_{c}$ is the cutoff energy and $\langle\Delta E\rangle$ is an average transition energy, we find a most satisfactory agreement. On the other side, at very high temperatures $(\beta \rightarrow 0)$ Eq. (X. 16) predicts any energy correction proportional to temperature.

## XI. CONCLUDING REMARKS

In the preceding sections we have seen that all fundamental equations of quantum theory, namely, Schrödinger's equation for $\psi$, von Neumann's equation for the time evolution of the density matrix, Bloch's equation for its temperature dependence; the relationship between these equations, together with Wigner's distribution and, on top of it all, the corrections predicted by (nonrelativistic) QED, can be obtained in a quite simple and intuitive form from the postulates of SED for the case of the harmonic oscillator. This has been accomplished without having to adjust any free parameter, since the two parameters contained in the theory, namely $\tau$ and $\hbar$, are fixed, the first one by classical electrodynamics and the second one by the zero-point energy of the background field. The theory predicts results in remarkable agreement with quantum theory, even the structure of the radiation spectrum and the lifetimes of excited states, despite the necessary existence of discrepancies between the two theories; we are in front of a theory which differs from the usual one in both its physical content and its extension, but which reproduces all experimentally confirmed results and gives a well-defined physical interpretation of the formalism of quantum theory. It is most remarkable that a seemingly classical theory which starts with the equation of motion

$$
\begin{equation*}
m \ddot{x}=F(x)+m \tau \dddot{x}+e E(t) \tag{XI.1}
\end{equation*}
$$

with an appropriate stochastic field $E(t)$, in fact describes a quantum system, including the QED corrections.

As it is, however, the theory is neither finished nor free from difficulties. Perhaps the two most important points which remain to be solved for the theory to be considered a serious alternative to the usual treatment of the oscillatornot to mention the extension to more general atomic sys-tem-are those related with the analysis of the density in terms of pseudostates and with the divergences caused by the correlation function of the field. Let us conclude this paper by discussing them briefly.

In connection with the development of $Q(\beta)$ in terms of $\check{Q}\left(E_{k}\right)$, our problem is to find the physical justification for the decomposition in terms of Boltzmann factors; as pointed out above, the whole quantum mechanical description in terms of pseudostates (or excited states, in the usual language) rests upon this decomposition, allowing for the introduction of the formal energy parameter $E$ which happens to be restricted to discrete values. Only after assigning a physical meaning to this parameter and justifying Eq. (V.1) on first principles will we be able to say why one must use the usual formalism of quantum theory instead of the more direct one of SED. At present, we know that SED contains quantum theory in a well-defined limit, but we still ignore why.

As to the second point, we already remarked that the divergences occurring in the calculation of $D^{x p}$ (leading to the Lamb shift) come from the structure adopted for $\rho_{0}(\omega)$, Eq. (II.6), which implies an infinite energy density for the field. Since this spectral density is derived from first principles (essentially from the demand of Lorentz covariance for the field ${ }^{25}$ ), it is not a simple matter to alter it; in fact, this problem remains totally open. However, the advantage of SED over more conventional treatments of the Lamb shift is twofold: First there is the conceptual advantage of having clearly identified the source of the divergence; second we have obtained an UV divergence which is less severe than in usual nonrelativistic QED; in fact, in SED a single mass renormalization suffices to yield a finite (though somewhat large) result. The reason for this lies in the extra $\omega^{2}$-dependent denominator introduced in going from $\rho_{0}$ to $\rho_{0}^{m}$, Eqs. (II.6) and (1I.8), when eliminating the runaway solutions of the equation of motion. Thus SED seems to open a new path for the study of one of the most important problems of quantum theory, namely, its divergences.
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An analog of Szegö's formula for asymptotic Töeplitz determinants is proved for Hankel determinants. The proof uses a set of recurrence formulas developed for polynomials orthogonal on a finite segment of the real line and some properties of the Jost function associated with those polynomials. The techniques of inverse scattering theory are used to calculate the correction terms to the asymptotic formula. The results are valid for weight functions that have a finite number of jump points and an absolutely continuous part that is unbounded.

## I. INTRODUCTION

In this article an analog of Szegö's theorem on Töeplitz determinants is proved for Hankel determinants. The theorem on Töeplitz determinants was first proved by Szegö in 1952. Since then much work has been done to weaken the assumptions needed to prove the theorem and to prove it from different points of view. ${ }^{2-8}$ Here we wish to prove the theorem for Hankel determinants. This was first done by Hirshman ${ }^{3}$ using Banach algebra techniques. Our proof is much different and allows one to extend the theorem to spectral functions that are not absolutely continuous. The proof closely follows the one given in Ref. 8. The theorem is proved using a new set of recurrence formulas developed for polynomials orthogonal on a finite segment of the real line and some properties of the Jost function. Using the techniques of inverse scattering theory, one is easily able to calculate the correction terms to the asymptotic formula.

We proceed as follows; First (Sec. II) the theory of orthogonal polynomials is briefly reviewed and the equations of inverse scattering theory are introduced. Then, in Sec. III, a special case of the theorem is stated and proved. Following this (Sec. IV) we find the correction terms. Finally in Sec. V the theory is extended to spectral functions that are not absolutely continuous.

## II. Preliminaries

Suppose $\rho(\lambda)^{9}$ is a nondecreasing function with infinitely many points of increase on a segment $[a, b]$ of the real line such that

$$
\begin{equation*}
s_{n}=\int_{a}^{b} \lambda^{n} d \rho(\lambda) \tag{II.1}
\end{equation*}
$$

exists for all $n$. We are to find polynomials $p(\lambda, n)$, such that
(i) $p(\lambda, n)$ is a polynomial of precise degree $n$ in which the coefficient of $\lambda^{n}$ is positive,
(ii) $\int_{a}^{b} p(\lambda, n) p(\lambda, m) d \rho(\lambda)=\delta(n, m), m, n=0,1,2, \cdots$. Using standard orthogonalization procedures, one finds
$p(\lambda, n)=\left[H_{n-1} H_{n}\right]^{-1 / 2}$

$$
\times\left|\begin{array}{ccccccc}
s_{0} & s_{1} & s_{2} & \cdot & \cdot & \cdot & s_{n}  \tag{II.2}\\
s_{1} & s_{2} & s_{3} & \cdot & \cdot & \cdot & s_{n+1} \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
s_{n-1} & s_{n} & \cdot & \cdot & \cdot & \cdot & s_{2 n-1} \\
1 & \lambda & & & & & \lambda^{n}
\end{array}\right| n \geqslant 0
$$

where

$$
H_{n}=\left|\begin{array}{ccccccc}
s_{0} & s_{1} & s_{2} & \cdot & \cdot & \cdot & s_{n} \\
s_{1} & s_{2} & \cdot & \cdot & \cdot & \cdot & s_{n+1} \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
s_{n} & s_{n+1} & \cdot & \cdot & \cdot & \cdot & s_{2 n}
\end{array}\right| n \geqslant 0 . \text { (II.3) }
$$

[Here $H_{-1} \equiv 1$; thus $p(\lambda, 0)=H_{0}^{1 / 2}=s_{0}^{-1 / 2}$.] The coefficient of $\lambda^{n}$ in $p(, n)$ can be determined from Eq. (II.2) and is

$$
\begin{equation*}
K(n)=\left(\frac{H_{n-1}}{H_{n}}\right)^{1 / 2}, \quad n=0,1, \cdots \tag{II.4}
\end{equation*}
$$

In Ref. 10 it was shown that the polynomials satisfy the following two term recurrence formulas:

$$
\begin{align*}
p(\lambda, n)= & \frac{a(\infty)}{a(n)}\{[Z-B(n-1)] p(\lambda, n-1) \\
& \left.+\frac{\psi(Z, n-1)}{Z}\right\}, n=1,2, \cdots \tag{II.5}
\end{align*}
$$

and

$$
\begin{aligned}
\psi(Z, n)= & \frac{a(\infty)}{a(n)}\left\{\frac{\psi(Z, n-1)}{Z}\right. \\
& \left.+\left[\left(1-\frac{a(n)^{2}}{a(\infty)^{2}}\right) Z-B(n-1)\right] p(\lambda, n-1)\right\}
\end{aligned}
$$

$$
\begin{equation*}
n=1,2, \cdots \tag{II.6}
\end{equation*}
$$

where

$$
\begin{equation*}
a(n)=\frac{K(n-1)}{K(n)}, \tag{II.7}
\end{equation*}
$$

$$
\begin{align*}
& b(n)=\int_{a}^{b} \lambda p(\lambda, n)^{2} d \rho(\lambda),  \tag{II.8}\\
& B(n)=\frac{b(n)-b(\infty)}{a(\infty)}, \tag{II.9}
\end{align*}
$$

and

$$
\begin{equation*}
\lambda=a(\infty)(Z+1 / Z)+b(\infty) . \tag{II.10}
\end{equation*}
$$

Here it is assumed that
$\lim _{n \rightarrow \infty} a(n)=a(\infty)>0, \quad \lim _{n \rightarrow \infty} b(n)=b(\infty), \quad b(n)$ real,
and

$$
\begin{equation*}
\psi(Z, 0)=p(\lambda, 0)=K(0)>0 \tag{II.12}
\end{equation*}
$$

Considering $p(\lambda, n)$ and $\psi(Z, n)$ as two components of a function $\Phi$ defined by

$$
\begin{equation*}
\Phi(Z, n)=\binom{p(\lambda, n)}{\psi(Z, n)} . \tag{II.13}
\end{equation*}
$$

Equations (II.5) and (II.6) can be condensed to

$$
\begin{equation*}
\Phi(Z, n)=C(n) \Phi(Z, n-1) \tag{II.14}
\end{equation*}
$$

where

$$
C(n)=\frac{a(\infty)}{a(n)}\left[\begin{array}{cc}
Z-B(n-1) & 1 / Z  \tag{II.15}\\
{\left[1-a(n)^{2} / a(\infty)^{2}\right] Z-B(n-1)} & 1 / Z
\end{array}\right]
$$

Two other useful solutions of Eq. (II.14) are

$$
\Phi_{+}(Z, n)=\binom{p_{+}(Z, n)}{\psi_{+}(Z, n)}
$$

and

$$
\begin{equation*}
\Phi_{-}(Z, n)=\binom{p_{-}(Z, n)}{\psi_{+}(Z, n)} \tag{II.17}
\end{equation*}
$$

where the components of these vectors satisfy the following boundary conditions:
$\lim _{n \rightarrow \infty}\left|p_{ \pm}(Z, n)-Z^{ \pm n}\right|=0, \quad|Z| \lessgtr 1$,
$\lim _{n \rightarrow \infty}\left|\psi_{+}(Z, n)\right|=0, \quad|Z| \leqslant 1$,
$\lim _{n \rightarrow \infty}\left|\psi_{-}(Z, n)-\left(1-Z^{2}\right) Z^{-n}\right|=0, \quad|Z| \geqslant 1$,
Notice from the boundary conditions and the recurrence formulas that

$$
\begin{equation*}
\overline{p_{+}(Z, n)}=p_{+}(1 / Z, n)=p_{-}(Z, n),|Z|=1 . \tag{II.21}
\end{equation*}
$$

It can be shown ${ }^{10}$ that $\Phi_{+}(Z, n)$ and $\Phi_{-}(Z, n)$ are linearly independent for $|Z|=1, Z \neq \pm 1$. Therefore,
$\Phi(Z, n)=\frac{K(0)}{a(\infty)(Z-1 / Z)}$

$$
\times\left[f_{-}(Z) \Phi_{+}(Z, n)-f_{+}(Z) \Phi_{-}(Z, n)\right],,^{10}
$$

$|Z|=1, \quad Z \neq \pm 1$.

Here
$f_{-}(Z)=\overline{f_{+}(Z)}=f_{+}(1 / Z), \quad|Z|=1$,
and
$f_{+}(Z)$

$$
\begin{equation*}
=\frac{a(\infty)}{K(0) Z} \lim _{n \rightarrow \infty} Z^{n} \psi(Z, n)=\frac{a(\infty)}{K(0) Z} \lim _{n \rightarrow \infty} \psi^{*}(Z, n)(\mathrm{I} \tag{II.24}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi^{*}(Z, n)=Z^{n} \psi(\mathrm{Z}, \mathrm{n}) \tag{II.25}
\end{equation*}
$$

$f_{+}(Z)$ is the discrete analog of the Jost function.
In order to proceed further, it is convenient at this point to introduce the techniques of Banach algebras. Thus, let $A$ denote the class of functions integrable on $-\pi \leqslant \theta \leqslant \pi$ such that if $g$ is an element of $A$ then

$$
\begin{equation*}
g(\theta) \approx \sum_{K=-\infty}^{\infty} g(K) e^{i K \theta} \tag{II.26}
\end{equation*}
$$

with

$$
\begin{equation*}
||\mathrm{g}||=\sum_{K=-\infty}^{\infty}|g(K)|<\infty . \tag{II.27}
\end{equation*}
$$

Let $A^{+}$and $A^{-}$denote those functions in $A$ of the form

$$
\begin{equation*}
g(\theta) \approx \sum_{K=0}^{\infty} g(K) e^{i K \theta} \tag{II.28}
\end{equation*}
$$

and

$$
\begin{equation*}
h(\theta) \approx \sum_{K=-\infty}^{0} h(K) e^{i K \theta} \tag{II.29}
\end{equation*}
$$

respectively.
Let $\|g\|$ be the norm on $A, A^{+}$, and $A^{-}$, then $A, A^{+}$, and $A$ are Banach algebras. ${ }^{11}$

If

$$
\begin{equation*}
\sum_{n=1}^{\infty} n\left[\left|1-\frac{a(n)^{2}}{a(\infty)^{2}}\right|+|B(n-1)|\right]<\infty \tag{II.30}
\end{equation*}
$$

then the following properties can be proved ${ }^{10}$
(1) $Z f_{+}(Z)$ and $p_{+}(Z, n)$ are analytic inside the unit circle and continuous on it,
(2) $Z f_{+}(Z)$ and $p_{+}(Z, n)$ are elements of $A^{+}$,
(3) If $f_{+}(Z)=0$ for $|Z|<1$, then the zeros are
(a) simple,
(b) real,
(c) finite in number. Finally
(4) If $f_{+}(Z)=0$ for $|Z|=1$ then the zeros
(a) must occur at $Z=+1$ and/or -1 ,
(b) $Z f_{+}(Z) / d(Z) \in A^{+}$.

Here $d(Z)$ is
(a) equal to 1 if $f_{+}(Z) \neq 0$ for $|Z|=1$,
(b) equal to $1-Z$ if $f_{+}(Z)=0$ for $Z=+1$,
(c) equal to $1+Z$ if $f_{+}(Z)=0$ at $Z=-1$,
(d) equal to $1-Z^{2} \quad$ if $f(Z)=0$ at $Z=-1$ and $Z=+1$.

It follows from the above conditions that the spectral function with respect to which the polynomials are orthogonal can be written as ${ }^{10}$
$d \rho(\lambda) \approx\left\{\begin{array}{l}\sigma(\lambda) d \lambda, \quad b(\infty)-2 a(\infty) \leqslant \lambda \leqslant b(\infty)+2 a(\infty), \\ \sum_{i=1}^{n} \rho_{i} \delta\left(\lambda-\lambda_{i}\right) d \lambda, \quad \lambda \text { not as above }\end{array}\right.$
with

$$
\begin{equation*}
\sigma(\lambda) d \lambda=\frac{a(\infty) \sin \theta d \lambda}{\pi K(0)^{2}\left|f_{+}\right|^{2}} \tag{II.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{i}=\frac{p_{+}\left(Z_{i}, 0\right)}{K(0)^{2} f_{+}^{\prime}\left(\lambda_{i}\right)} \tag{II.33}
\end{equation*}
$$

Here $\lambda_{i}$ denote the roots of $f,(Z)$ for $|Z|<1$. It follows from property $4 b$, Eq. (II.33), and the Wiener-Levy theorem that ${ }^{10}$

$$
\begin{equation*}
\ln \left(\frac{\sigma(\lambda)|d(Z)|^{2}}{\sin \theta}\right) \in A \tag{II.34}
\end{equation*}
$$

Often one is given the spectral function instead of the Jost function. Using a modification of the Poisson-integral formulas, one can construct the Jost function from the spectral function in the following manner ${ }^{10}$
$f_{+}(Z)=d(Z) \frac{\pi_{+}\left(Z_{i}-Z\right) \pi-\left(Z-Z_{i}\right)}{Z \prod_{i=1}^{n}\left(1-Z Z_{i}\right)}$

Here
$\operatorname{det}[1+\omega]_{n+1}^{\infty}=\left|\begin{array}{cccc}1+\omega(n+1, n+1) & \omega(n+1, n+2) & \omega(n+1, n+3) & \cdots \\ \omega(n+2, n+1) & 1+\omega(n+2, n+2) & \omega(n+2, n+3) & \cdots \\ \omega(n+3, n+1) & \omega(n+3, n+3) & 1+\omega(n+3, n+3) & \cdots \\ \cdot & \cdot & \cdot & \cdots\end{array}\right|$
Now from the recurrence formula (II.14) and boundary conditions (II.18) ${ }^{10.16}$

$$
\begin{equation*}
a(n) / a(\infty)=A(n, n / A(n-1, n-1), \tag{II.41}
\end{equation*}
$$

Another formula we will need connects two different sets of orthogonal polynomials. More precisely, given two infinite systems of orthogonal polynomials $\left\{p^{\circ}(\lambda, n)\right\}$ and $\{p(\lambda, n)\}$ with associated spectral functions $d \rho^{\circ}(\lambda)$ and $d \rho(\lambda)$ respectively, and writing

$$
\begin{equation*}
p(\lambda, n)=\sum_{i=0}^{n} K(n, i) p^{0}(\lambda, i), \tag{II.42}
\end{equation*}
$$

what is $K(n, n)$ ? Taking

$$
\begin{equation*}
q(n, m)=\int p^{0}(\lambda, n) p^{0}(\lambda, m)\left[d \rho(\lambda)-d \rho^{0}(\lambda)\right] \tag{II.43}
\end{equation*}
$$

one finds ${ }^{9.16}$

$$
\begin{equation*}
K(n, n)=\left\{\operatorname{det}[1+q]_{0}^{n-1} / \operatorname{det}[1+q]_{0}^{n}\right\}^{1 / 2} \tag{II.44}
\end{equation*}
$$

where
$\operatorname{det}[1+q]_{o}^{n}=\left|\begin{array}{ccccc}1+q(0,0) & q(0,1) & (0,2) & \ldots & q(0, n) \\ q(1,0) & 1+q(1,1) & q(1,2) & \ldots & q(1, n) \\ \cdot & \cdot & \cdot & \cdots & \cdot \\ \cdot & \cdot & \cdot & \cdots & \cdot \\ \cdot & \cdot & \cdot & \cdots & \cdot \\ q(n, 0) & q(n, 1) & \cdot & \cdots & 1+q(n, n)\end{array}\right|$.
From the recurrence formulas and the orthogonality property, $a(n)$ is related to $a^{\circ}(n)$ in the following manner:

$$
\begin{equation*}
a^{0}(n) / a(n)=K(n+1, n+1) / K(n, n), \tag{II.46}
\end{equation*}
$$

where it is assumed that

$$
\begin{equation*}
a^{o}(\infty)=a(\infty) \tag{II.47}
\end{equation*}
$$

## III. STATEMENT AND PROOF OF THE THEOREM

In this section we prove Szegö's theorem on Hankel determinants. Here it will be assumed that $Z f_{+}(Z) \neq 0$ for $|\boldsymbol{Z}| \leqslant 1$. This is equivalent to assuming that the spectral function with respect to which the polynomials are orthogonal has only a bounded absolutely continuous part [see Eqs.
(II.32) and (II.33)]. This assumption will be removed in Sec. V.

Theorem: If
(1) $\sum_{n=1}^{\infty} n\left\{\left|1-\frac{a(n)^{2}}{a(\infty)^{2}}\right|+|B(n-1)|\right\}<\infty$ (III.1) and
(2) $Z f_{+}(Z) \neq 0$ for $|Z| \leqslant 1$,
then

$$
\begin{align*}
& \sum_{n=1}^{\infty} 2 n \ln \left(\frac{a(\infty)^{2}}{a(n)^{2}}\right) \\
& \quad=\ln \left(\frac{f(1)[-f .(-1)]}{C^{2}}\right)+\sum_{m=1}^{\infty} m|\gamma(m)|^{2} \tag{III.3}
\end{align*}
$$

where

$$
\begin{align*}
& \begin{array}{l}
\gamma(m)=(1 / 2 \pi) \int_{-\pi}^{\pi} \ln \left[Z f_{+}(Z)\right] e^{-i m \theta} d \theta, \\
\text { and } \\
\quad m \geqslant 1, Z=e^{i \theta}
\end{array},=\text {, }
\end{align*}
$$

$$
\begin{align*}
C= & a(\infty) \prod_{i=1}^{\infty} \frac{a(\infty)}{a(i)} \\
& =\exp -(1 / 4 \pi) \int_{-\pi}^{\pi} \ln \left(\frac{\pi K(0)^{2} \sigma\left(\lambda^{\prime}\right)}{a(\infty) \sin \theta^{\prime}}\right) d \theta^{\prime} \tag{III.5}
\end{align*}
$$

## A. Remarks

From the properties of $Z f_{+}(Z)$ listed following Eq.
(II.30) and the assumption (2), we find

$$
-(1 / 2) \int_{-\pi}^{\pi} \ln \left[\left(Z f_{+}(Z)\right] e^{i m \theta} d \theta=0, \quad m \geqslant 1\right.
$$

Taking the complex conjugate of the above equation, adding it to Eq. (III.4), and then using Eq. (II.32) gives an expression for $\gamma(m)$ in terms of the spectral function

$$
\begin{equation*}
\gamma(m)=-1 / 2 \pi \int_{-\pi}^{\pi} \ln \left(\frac{\sigma(\theta)}{\sin \theta}\right) e^{-i m \theta} d \theta, m \geqslant 1 \tag{III.6}
\end{equation*}
$$

The right-hand side of Eq. (III.3) can completely be written in terms of the spectral function if one uses Eq. (II.35). The more familiar form of the theorem
$\lim _{n \rightarrow \infty} H_{n}\left[\frac{C^{2}}{H_{0} a^{2}(\infty)}\right]^{n+1}=\left(\frac{f_{+}(1)\left[-f_{+}(-1)\right]}{C^{2}}\right)^{1 / 2}$

$$
\begin{equation*}
\exp \sum_{m=1}^{\infty} m\left[1 / 2\left|\gamma_{m}\right|^{2}+\ln a(\infty)^{2}\right] \tag{III.7}
\end{equation*}
$$

can be obtained by exponentiating both sides of Eq. (III.3) and using Eqs. (II.4) and (II.6).

## B. Proof of the theorem

Since $Z f_{+}(Z)$ is an element of $A^{+}$and $Z f_{+}(Z) \neq 0$ for $|Z| \leqslant 1$, the Wiener-Levy theorem says that

$$
\begin{equation*}
\ln \left[Z f_{+}(Z)\right]=\sum_{m=0}^{\infty} \gamma(m) Z^{m}, \quad|Z| \leqslant 1 \tag{III.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{m=0}^{\infty}|\gamma(m)|<\infty \tag{III.9}
\end{equation*}
$$

It is a consequence of Eq. (III.1) that ${ }^{18}$

$$
\begin{align*}
& (1 / 2 \pi) \int_{-\pi}^{\pi} \ln \left[Z f_{+}(Z)\right] \overline{\ln \left(Z f_{+}(Z)\right)^{\prime}} Z^{-1} d \theta \\
& \quad=\sum_{n=1}^{\infty} n|\gamma(n)|^{2}, \quad Z=e^{i \theta} \tag{III.10}
\end{align*}
$$

In Reference 10 it was shown that $[a(\infty) / K(0)] \psi^{*}(Z, n) \rightarrow Z f^{\prime}(Z)$ uniformly in norm, and in Appendix A it is shown that Eq. (III.2) implies that $\psi^{*}(Z, n) \neq 0$ for $|Z| \leqslant 1$ for all $n$. Therefore,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \frac{1}{2 \pi} \int_{-\pi}^{\pi} \ln \left[\frac{a(\infty)}{K(0)} \psi^{*}(Z, n)\right] \overline{\ln \left(\frac{a(\infty)}{K(0)} \psi^{*}(Z, n)\right)} Z^{-1} d \theta \\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \ln \left[Z f_{+}(Z)\right] \overline{\ln \left[Z f_{+}(Z)\right]^{\prime}} Z^{-1} d \theta, \quad Z=e^{i \theta} \tag{III.11}
\end{align*}
$$

The left-hand side of the above equation can be rewritten in the following way:

$$
\begin{array}{r}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} \ln \left[\frac{a(\infty)^{2}}{K(0)} \psi^{*}(Z, n)\right] \overline{\ln \left(\frac{a(\infty)}{K(0)} \psi^{*}(Z, n)\right)} Z^{-1} d \theta \\
\quad=\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[\overline{\psi^{*}(Z, n)^{\prime}}\right.  \tag{III.12}\\
\psi^{*}(Z, n)
\end{array} \ln \left[\frac{a(\infty)^{2}}{K(0)} \psi^{*}(Z, n)\right] d \theta .
$$

Adding and subtracting $\ln (1-Z)^{2}$ to the above equations,

$$
\begin{aligned}
= & \frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[\frac{\overline{\psi^{*}(Z, n)^{\prime}}}{\psi^{*}(Z, n)}\right] \ln \left[\frac{\psi^{*}(Z, n)}{(1-Z)}\right] d \theta \\
& +\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[\frac{\overline{\psi^{*}(Z, n)^{\prime}}}{\psi^{*}(Z, n)}\right] \ln \left(1-Z^{2}\right) d \theta, \quad Z=e^{i \theta}
\end{aligned}
$$

Now let

$$
\begin{gather*}
\left\{\frac{1}{Z_{n, l}}\right\} \text { be the zeros of } \frac{\psi^{*}(Z, n)}{\alpha(n)}, \\
\left\{\frac{1}{Z_{n+1, j}}\right\} \text { be the zeros of } \frac{\psi^{*}(Z, n+1)}{\alpha(n+1)}, \\
\left\{Z_{n, k}^{\prime}\right\} \text { be the zeros of } \frac{Z^{n} p(\lambda, n)}{\alpha(n)}, \tag{III.14}
\end{gather*}
$$

and

$$
\begin{equation*}
\alpha(n)=K(0) \prod_{i=1}^{n} \frac{a(\infty)}{a(i)} . \tag{III.15}
\end{equation*}
$$

From the recurrence formulas we see that

$$
\begin{equation*}
\left.\frac{\psi^{*}(Z, n)}{\alpha(n)}\right|_{Z=0}=\left.\left(\frac{Z^{n} p(\lambda, n)}{\alpha(n)}\right)\right|_{Z=0}=1 . \tag{III.16}
\end{equation*}
$$

Now

$$
\begin{equation*}
\frac{\psi^{*}(Z, n)^{\prime}}{\psi^{*}(Z, n)}=\sum_{i=1}^{2 n} \frac{1}{Z-1 / Z_{n, i}}, \quad|Z|=1 \tag{III.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\frac{\overline{\psi^{*}(Z, n)^{\prime} Z}}{\psi^{*}(Z, n)}\right]=\sum_{i=1}^{2 n} \frac{Z_{n, i}}{Z_{n, i}-Z}, \quad|Z|=1, \tag{III.18}
\end{equation*}
$$

where we have used the fact that the coefficients of $\psi^{*}(Z, n)$ are real ${ }^{10}$ and consequently the complex roots must come in conjugate pairs. The second term in Eq. (III.13) can now be written as

$$
\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[\frac{\overline{\psi^{*}(Z, n)^{\prime} Z}}{\psi^{*}(Z, n)}\right] \ln \left(1-Z^{2}\right) d \theta
$$

$$
\begin{align*}
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \sum_{i=1}^{2 n}\left[\frac{Z_{n, i}}{Z_{n, i}-Z}\right] \ln \left(1-Z^{2}\right) d \theta, \\
& |\boldsymbol{Z}|=1 \tag{III.19}
\end{align*}
$$

which is, from Eq. (III.14),

$$
\begin{equation*}
=-\ln \left(\frac{\psi^{*}(1, n)}{\alpha(n)} \frac{\psi^{*}(-1, n)}{\alpha(n)}\right) . \tag{III.20}
\end{equation*}
$$

We now show that
$\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[\frac{\overline{\psi^{*}(Z, n+1)^{\prime} Z}}{\psi^{*}(Z, n+1)}\right] \ln \left[\frac{Z^{n} p(\lambda, n)}{\alpha(n)}\right] d \theta$

$$
\begin{align*}
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left[\frac{\overline{\psi^{*}(Z, n)^{\prime} Z}}{\psi^{*}(Z, n)}\right] \ln \left[\frac{\psi^{*}(Z, n)}{\alpha(n)\left(1-Z^{2}\right)}\right] d \theta \\
& |Z|=1 \tag{III.21}
\end{align*}
$$

Since $Z f_{+}^{R}(Z)$ has no zeros for $|Z| \leqslant 1$ neither does $Z^{n} p(\lambda, n)^{10}$ for all $n$. Thus, using Eq. (III.18), the left-hand side of Eq. (III.21) is

$$
\begin{equation*}
-\sum_{j=1}^{2 n+2} \ln \left[Z_{(n+1, j)}^{n} \frac{p\left(\lambda_{(n+1, j)}, n\right)}{\alpha(n)}\right] . \tag{III.22}
\end{equation*}
$$

Likewise the right hand side of Eq. (III.21) is

$$
\begin{equation*}
-\sum_{i=1}^{2 n} \ln \left[\frac{\psi^{*}\left(Z_{(n, i)}, n\right)}{\alpha(n)\left(1-Z_{(n, i)}^{2}\right)}\right] . \tag{III.23}
\end{equation*}
$$

In Appendix B it is shown that Eq. (III.22) = Eq. (III.23). The first term in Eq. (III.13) can be recast into the following form:

$$
\begin{align*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} & {\left[\frac{\overline{\psi^{*}(Z, n)^{\prime} Z}}{\psi^{*}(Z, n)}\right] \ln \left[\frac{\psi^{*}(Z, n)}{\alpha(n)\left(1-Z^{2}\right)}\right] d \theta } \\
= & \frac{1}{2 \pi} \sum_{j=1}^{n} \int_{-\pi}^{\pi}\left[\frac{\overline{\psi^{*}(Z, j)^{\prime} Z}}{\psi^{*}(Z, j)}\right] \\
& \quad \times \ln \left[\frac{\alpha(j)}{\alpha(j-1)} \frac{\left(1-Z^{2}\right) Z^{j-1} p(\lambda, j-1)}{\psi^{*}(Z, j)}\right] d \theta \tag{III.24}
\end{align*}
$$

Solving Eq. (II.5) for $1 / Z \psi(Z, n-1)$ and substituting the result into Eq. (II.6) yields

$$
\begin{equation*}
\psi(Z, n)=p(\lambda, n)-\frac{a(n)}{a(\infty)} Z p(\lambda, n-1) \tag{III.25}
\end{equation*}
$$

Letting $Z \rightarrow 1 / Z$ in the above equation and subtracting it from the original equation gives

$$
\begin{align*}
& \psi(Z, n)-\psi(1 / Z, n) \\
& =\left(1-Z^{2}\right) \frac{a(n)}{a(\infty)} \frac{1}{Z} p(\lambda, n-1) \tag{III.26}
\end{align*}
$$

multiplying the above equation by $Z^{n} / \alpha(n)$ and then using Eqs; (III.25) and (III.15) yields

$$
\begin{align*}
& \frac{\psi^{*}(Z, n)}{\alpha(n)}-Z^{2 n} \frac{\psi^{*}(1 / Z, n)}{\alpha(n)} \\
& \quad=\left(1-Z^{2}\right) \frac{a(n)^{2}}{a(\infty)^{2}} Z^{n-1} \frac{p(\lambda, n-1)}{\alpha(n-1)} \tag{III.27}
\end{align*}
$$

Now dividing the above equation by $\psi^{*}(Z, n) / \alpha(n)$ and substituting the result into Eq. (III.24)

$$
\begin{align*}
= & -\frac{1}{2 \pi} \sum_{j=1}^{n} \int_{-\pi}^{\pi}\left[\frac{\overline{\psi^{*}\left(Z_{j}\right)^{\prime} Z}}{\psi^{*}\left(Z_{j}\right)}\right] \\
& \times \ln \frac{a^{2}(n)}{a^{2}(\infty)}\left[1-Z^{2 n} \frac{\psi^{*}\left(1 / Z_{j}\right)}{\psi^{*}\left(Z_{j}\right)}\right] d \theta \quad|Z|=1 . \tag{III.28}
\end{align*}
$$

It is clear from Eq. (III.18) that only the pole at $Z=0$ contributes, and from Eq. (III.27)

$$
\begin{equation*}
\left.Z^{2 n} \frac{\psi^{*}(1 / Z, n)}{\alpha(n)}\right|_{Z=0}=1-\frac{a(n)^{2}}{a(\infty)^{2}} . \tag{III.29}
\end{equation*}
$$

Substituting this into Eq. (III.28) yields

$$
\begin{align*}
& \quad=-\sum_{j=1}^{n} 2 j \ln \left\{1-\left[1-\frac{a(j)^{2}}{a(\infty)^{2}}\right]\right\} \\
& =-\sum_{j=1}^{n} 2 j \ln \frac{a(n)^{2}}{a(\infty)^{2}} . \tag{III.30}
\end{align*}
$$

Letting $n \rightarrow \infty$ in the above equation and Eq. (III.20) and then using Eqs. (III.15) and (II.23) gives the desired result:

$$
\begin{aligned}
& 2 \sum_{j=1}^{\infty} \ln \frac{a(\infty)^{2}}{a(j)^{2}} \\
& \quad=\ln \left[\frac{f+(1)\left(-f_{+}(-1)\right)}{C^{2}}\right]+\sum_{m=1}^{\infty} m|\gamma(m)|^{2}
\end{aligned}
$$

## IV. COMPUTATION OF THE CORRECTION TERMS

If one wishes to include the corrections terms, then Eq. (III.8) becomes

$$
\begin{align*}
& \ln H_{n}\left(\frac{C^{2}}{H_{0} a(\infty)^{2}}\right)^{n+1} \\
& =\ln \operatorname{det}[1+\omega]_{n+1}^{\infty}+\frac{1}{2} \ln \left[\frac{f_{+}(1)[-f(-1)]}{C^{2}}\right] \\
& \quad \quad+\sum_{m=1}^{\infty} \frac{m}{2}|\gamma(m)|^{2}+\sum_{m=1}^{n} m \ln \left[a(\infty)^{2}\right] \tag{IV.1}
\end{align*}
$$

where $\operatorname{det}[1+\omega]_{n+1}^{\infty}$ is defined in Eq. (II.40). The above formula is most easily derived by returning to Eq. (III) and using Eq. (II.41):

$$
\begin{align*}
& \sum_{j=1}^{n} j \ln \frac{a(\infty)^{2}}{a(j)^{2}} \\
&=-\sum_{j=n+1}^{\infty} j \ln \left[\frac{A(j-1, j-1)}{A(j, j)}\right]^{2}+\sum_{m=1}^{\infty} m \frac{1}{2|\gamma(m)|^{2}} \\
&+\frac{1}{2} \ln \left[\frac{f+(1)[-f+(-1)]}{C^{2}}\right] \tag{IV.2}
\end{align*}
$$

Equations (II.4) and (II.7) show us that

$$
\begin{equation*}
\prod_{j=1}^{n} \frac{1}{a(j)^{2 j}}=\prod_{j=1}^{n}\left[\frac{K(j)}{K(j-1)}\right]^{2 j}=H_{n} K(n)^{2 n+2} \tag{IV.3}
\end{equation*}
$$

and from Eq. (II.39)

$$
\begin{equation*}
\prod_{j=n+1}^{\infty} \frac{A(j-1, j-1)^{2 j}}{A(j, j)}==\frac{A(n, n) 2 n+2}{\operatorname{det}[1+\omega]_{n+1}^{\infty}} \tag{IV.4}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\ln H_{n} & +\ln \left[K^{2}(n) A^{2}(n, n) a^{n}(\infty)\right]^{n+1} \\
& =\frac{1}{2} \ln \left[\frac{f(1)\left[-f_{+}(-1)\right]}{C^{2}}\right]+\ln \operatorname{det}[1+\omega]_{n+1}^{\infty} \\
& +\sum_{m=1}^{\infty} \frac{m}{2}|\gamma(m)|^{2} \tag{IV.5}
\end{align*}
$$

Now, using Eqs. (II.7) and (II.41), we have
$K^{2}(n)=K(0)^{2} \prod_{i=1}^{n} \frac{1}{a(i)^{2}}=\frac{1}{H_{0}} \prod_{i=1}^{n} \frac{1}{a(i)^{2}}$
and

$$
\begin{equation*}
A(n, n)^{2}=\prod_{i=n+1}^{\infty} \frac{a(\infty)^{2}}{a(i)^{2}} \tag{IV.7}
\end{equation*}
$$

Therefore, from Eq. (III.6),

$$
\begin{equation*}
K(n)^{2} A^{2}(n, n) a^{n}(\infty)=\frac{C^{2}}{H_{0}} a(\infty)^{-n-2} \tag{IV.8}
\end{equation*}
$$

Substituting this into Eq. (IV.5) gives the desired result.

## V. EXTENSION OF THE THEOREM

In this section the requirement that $Z f_{+}(Z) \neq 0$ for $|Z| \leqslant 1$ is removed. The final theorem is: If

$$
\begin{equation*}
\sum n\left\{\left|1-\frac{a(n)^{2}}{a(\infty)^{2}}\right|+|B(n-1)|\right\}<\infty \tag{V.1}
\end{equation*}
$$

then

$$
\begin{align*}
\sum_{n=1}^{\infty} 2 n \ln \left(\frac{a(\infty)^{2}}{a(n)^{2}}\right)= & \sum_{n=1}^{\infty} 2 n \ln \frac{K(n+1, n+1)}{K(n, n)} \\
& +\ln \left[(-1)^{n+1}\left(\frac{f+(1)}{d(1)} \frac{f(-1)}{d(-1)}\right) \frac{1}{c_{0}^{2}}\right] \\
& +\sum_{m=1}^{\infty} m|\hat{\gamma}(m)|^{2} \tag{V.2}
\end{align*}
$$

where

$$
\begin{align*}
& \hat{\gamma}(m)=-\frac{1}{2} \int_{-\pi}^{\pi} \ln \left(\frac{\left.\sigma\left(\lambda^{\prime}\right) d\left(Z^{\prime}\right)\right|^{2}}{\sin \theta^{\prime}}\right) e^{-i m \theta^{\prime}} d \theta^{\prime} \\
& \quad m \geqslant 1, Z^{\prime}=e^{i \theta^{\prime}}  \tag{V.3}\\
& c_{0}=\exp \left[-\frac{1}{4 \pi} \int_{-\pi}^{\pi} \ln \left(\frac{\left.\pi K(0)^{2} \sigma\left(\lambda^{\prime}\right) d\left(Z^{\prime}\right)\right|^{2}}{a(\infty) \sin \theta^{\prime}}\right) \mathrm{d} \theta^{\prime}\right] \tag{V.4}
\end{align*}
$$

and $n$ is the number of jump points in the spectral function (the number of zeros of $f(Z)$ for $|Z|<1) . K(n, n)$ is given by formula (II.42) with

$$
\begin{equation*}
q(n, m)=\int p^{0}(\lambda, n) p^{0}(\lambda, m) d\left(\rho(\lambda)-\rho^{0}(\lambda)\right) \tag{V.5}
\end{equation*}
$$

Here

$$
\begin{equation*}
d \rho^{0}(\lambda)=\sigma(\lambda)|d(Z)|^{2} d \lambda \tag{V.6}
\end{equation*}
$$

To prove the theorem, first define

$$
\begin{equation*}
f_{+}^{0}(Z)=\frac{f_{+}(Z)}{d(Z)} \prod_{i=1}^{n} \frac{\left(1-Z Z_{i}\right)}{\pi_{+}\left(Z_{i}-Z\right) \pi_{-}\left(Z-Z_{i}\right)} \tag{V.7}
\end{equation*}
$$

where the $Z_{i}$ 's are the zeros of $f_{*}(Z)$ for $|Z|<1, d(Z)$ is defined in Eq. (II.31), and the $\pi_{ \pm}$are defined following Eq.
(II.35). Notice that $\left.Z f_{+}^{0}(Z)\right|_{z=0}$ is positive; therefore, using Eq. (II.32) and the fact that
$\left|\frac{\Pi_{i=1}^{n}\left(1-Z Z_{i}\right)}{\pi_{+}\left(Z_{i}-Z\right) \pi-\left(Z-Z_{i}\right)}\right|=1 \quad$ for $\quad|Z|=1$,
one finds

$$
\begin{equation*}
\sigma(\lambda)|d(Z)|^{2}=\frac{a(\infty) \sin \theta}{\pi K(0)^{2}\left|f_{+}^{0}(Z)\right|^{2}} \equiv \sigma^{0}(\lambda) \tag{V.9}
\end{equation*}
$$

Let $\left\{P^{\circ}(\lambda, n)\right\},\left\{a^{0}(n)\right\}$, and $\left\{b^{\circ}(n)\right\}$ be the orthogonal polynomials and coefficients in the recurrence relation generated by the spectral function $\sigma^{0}(\lambda) d \lambda$. Since the interval of orthogonality is the same, $a^{0}(\infty)=a(\infty)$ and $b^{\circ}(\infty)=b(\infty)$. It can be shown ${ }^{19}$ that

$$
\begin{align*}
& \sum_{n=1}^{\infty} n\left\{\left|1-\frac{a(n)^{2}}{a(\infty)^{2}}\right|+|B(n-1)|\right\} \\
& \quad \Rightarrow \sum_{n=1}^{\infty} n\left\{\left|1-\frac{a^{0}(n)^{2}}{a(\infty)^{2}}\right|+\left|B^{0}(n-1)\right|\right\}<\infty \tag{V.10}
\end{align*}
$$

Therefore, the proof from Sec. III applies and

$$
\begin{align*}
& \sum_{n=1}^{\infty} 2 n \ln \frac{a^{0}(\infty)^{2}}{a^{0}(n)^{2}} \\
& \quad=\ln \frac{f_{+}^{0}(1)\left[-f_{+}^{0}(-1)\right]}{c_{0}^{2}}+\sum_{m=1}^{\infty} m\left|\gamma^{0}(m)\right|^{2} . \tag{V.11}
\end{align*}
$$

It follows from Eq. (V.7) that

$$
\begin{equation*}
f_{+}^{0}(1) f_{+}^{0}(-1)=(-1)^{n} \frac{f_{+}(1)}{d(1)} \frac{f_{+}(-1)}{d(-1)} \tag{V.12}
\end{equation*}
$$

Substituting the above equation plus Eq. (II.46) into Eq. (V.10) yields the desired result. To find the correction terms, one follows the procedure presented in Sec. IV.

## VI. CONCLUSIONS

We have proved an analog of Szegö's theorem for Hankel determinants. The theorem was proved using only some new recurrence formulas satisfied by polynomials orthogonal on a segment of the real line and certain properties of the Jost function. The proof was motivated by a similar proof for polynomials orthogonal on the unit circle. The theorem has been extended to Hankel determinants derived from measures that are not absolutely continuous.
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## APPENDIX A

Here we show that if $Z f .(Z) \neq 0$ for $|Z| \leqslant 1$, then $\psi^{*}(Z, n) \neq 0$ for $|Z| \leqslant 1$. This is done by showing that

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{Z^{-n} Z^{m} \psi(1 / Z, m)}{\left|f_{+}(Z)\right|^{2} K(0)^{2} / a(\infty)^{2}}, d \theta=0, \\
& n \leqslant 2 m, \quad Z=e^{i \theta}, \tag{Al}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\psi(Z, n) \psi(1 / Z, n) d \theta}{\left|f_{+}(Z)\right|^{2} K(0)^{2} / a(\infty)^{2}}=1, \quad Z=e^{i \theta} \tag{A2}
\end{equation*}
$$

Note that $Z^{m} \psi(1 / Z, m)$ is a polynomial in $Z$ of degree $2 m$. From the recurrence formulas (II.5) and (II.6), it is easy to show that the coefficient of $Z^{2 m}[K(2 m, 2 m)]$ is

$$
\begin{equation*}
K(2 m, 2 m)=K(0) \prod_{i=1}^{2 m} \frac{a(\infty)}{a(i)} \tag{A3}
\end{equation*}
$$

which is positive. Equations (A1), (A2), and (A3) imply that $Z^{m} \psi(1 / Z, m)$ is a polynomial orthogonal on the unit circle and that

$$
\begin{equation*}
Z^{2 n} Z^{-n} \psi(Z, n)=\psi^{*}(Z, n) \tag{A4}
\end{equation*}
$$

is not equal to zero for $|Z| \leqslant 1 .{ }^{20}$
To prove Eq. (A1) let $Z \rightarrow 1 / Z$ in Eq. (II.22), then substituting the result into Eq. (A1) using Eq. (II.23) yields

$$
\begin{align*}
= & \frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{a(\infty) Z^{m-n}}{K(0)(1 / Z-Z)} \\
& \times \frac{\left[f_{+}(Z) \psi_{+}(1 / Z, m)-f_{-}(Z) \psi(1 / Z, m)\right]}{\left|f_{+}(Z)\right|^{2}} d \theta \tag{A5}
\end{align*}
$$

which is

$$
\begin{align*}
= & \frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{a(\infty) Z^{m-n}}{K(0)(1 / Z-Z)} \frac{\psi \cdot(1 / Z, m)}{f(Z)} d \theta \\
& -\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{a(\infty) Z^{m-n}}{K(0)(1 / Z-Z)} \frac{\psi(1 / Z, m)}{f(Z)} d \theta . \tag{A6}
\end{align*}
$$

Letting $\theta \rightarrow-\theta$ in the first integral gives

$$
\begin{align*}
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{a(\infty) Z^{n-m}}{K(0)(Z-1 / Z)} \frac{\psi_{+}(Z, m)}{f_{+}(Z)} d \theta \\
& -\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{a(\infty) Z^{m-n}}{K(0)(1 / Z-Z)} \frac{\psi_{-}(1 / Z, m)}{f_{+}(Z)} \mathrm{d} \theta \tag{A7}
\end{align*}
$$

Using the recurrence relation (II.5) and (II.6), Eqs. (II.17), (II.18), and (II.19), and the properties of $p_{+}(Z, n)$ listed following Eq. (II.30), we find

$$
\begin{equation*}
\psi(Z, n)=B(n) \prod_{i=n+1}^{\infty} \frac{a(\infty)}{a(i)} Z^{n+1}+O\left(Z^{n+2}\right) \tag{A8}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi_{-}(1 / Z, n)=\prod_{i=n+1}^{\infty} \frac{a(\infty)}{a(i)}\left(1-1 / Z^{2}\right) Z^{n}+O\left(Z^{n-1}\right) \tag{A9}
\end{equation*}
$$

Substituting these results into Eq. (A7) and using the fact that $Z f_{+}(Z) \neq 0$ for $|Z| \leqslant 1$ yields Eq. (A1). To prove Eq (A2), substitute in $Z^{-n} \psi(Z, n)$ in place of $Z^{-n}$ in Eq. (A1). Then, following the same steps that led to Eq. (A7), we find

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{\psi(Z, n) \psi(1 / Z, n)}{\left|f_{+}(Z)\right|^{2} K(0)^{2} / a(\infty)^{2}} d \theta \\
& \quad=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{a(\infty)}{K(0)(Z-1 / Z)} \frac{\psi(1 / Z, n) \psi(Z, n)}{f_{+}(Z)} d \theta \\
& \quad-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{a(\infty) \psi(Z, n) \psi_{-}(1 / Z, n)}{K(0)(1 / Z-Z) f_{+}(Z)} d \theta \\
& \quad n \geqslant m, Z=e^{i \theta} . \tag{A10}
\end{align*}
$$

Equation (A2) can now be obtained using Eqs. (A8), and (A9) and the fact that near zero

$$
\begin{equation*}
\psi(Z, n) \sim K(0) \prod_{i=1}^{2 n} \frac{a(\infty)}{a(i)} Z^{-n} \tag{A11}
\end{equation*}
$$

and from Eq. (II.23)

$$
\begin{equation*}
Z f_{+}(Z) \sim a(\infty) \prod_{i=1}^{\infty} \frac{a(\infty)}{a(i)} \tag{A12}
\end{equation*}
$$

## APPENDIX B

We now prove that Eq. (III.23) is equal to Eq. (III.24). Letting $Z \rightarrow 1 / Z$ in Eq. (II.5) and then subtracting it from the original equation yields

$$
\begin{equation*}
\frac{1}{Z} \psi(Z, n)-Z \psi(1 / Z, n)=\left(1-Z^{2}\right) \frac{p(\lambda, n)}{Z} \tag{B1}
\end{equation*}
$$

Now multiplying by $Z^{n} / \alpha(n)\left(1-Z^{2}\right)$ gives

$$
\begin{equation*}
\frac{\psi_{+}(Z, n)}{\alpha(n)\left(1-Z^{2}\right)}-\frac{Z^{2 n+2} \psi^{*}(1 / Z, n)}{\alpha(n)\left(1-Z^{2}\right)}=\frac{Z^{n} p(\lambda, n)}{\alpha(n)} . \tag{B2}
\end{equation*}
$$

Using the notation of Eq. (III.15) we see from Eq. (III.16) that

$$
\begin{equation*}
\prod_{i=1}^{2 n} \frac{\psi^{*}\left(Z_{(n, i)}, n\right)}{\alpha(n)\left(1-Z_{(n, i)}^{2}\right)}=\prod_{i=1}^{2 n} Z_{(n, i)}^{n} \frac{p\left(\lambda_{(n, i)}, n\right)}{\alpha(n)} \tag{B3}
\end{equation*}
$$

Since the leading coefficient of $p(\lambda, n) / \alpha(n)$ is 1 , the righthand side of Eq. (B3) can be written as

$$
\begin{equation*}
=\prod_{i=1}^{2 n} \prod_{K=1}^{2 n}\left(Z_{(n, i)}-Z_{(n, K)}^{\prime}\right) \tag{B4}
\end{equation*}
$$

Interchanging the order of the product

$$
\begin{equation*}
=\prod_{K=1}^{2 n} \prod_{i=1}^{2 n}\left(Z_{(n, K)}^{\prime}-Z_{(n, i)}\right) \tag{B5}
\end{equation*}
$$

which is, using Eq. (III.15),

$$
\begin{equation*}
=\prod_{K=1}^{2 n} Z_{(n, K)}^{\prime 2 n} \frac{\psi^{*}\left(1 / Z_{(n, K)}^{\prime}, n\right)}{\alpha(n)} \tag{B6}
\end{equation*}
$$

Letting $Z \rightarrow 1 / Z$ in Eq. (II.6) and then multiplying by $Z^{2 n+2} / \alpha(n+1)$ yields

$$
\begin{align*}
Z^{2 n+2} & \frac{\psi^{*}(1 / Z, n+1)}{\alpha(n+1)} \\
& =Z^{2 n+2} \frac{\psi^{*}(1 / Z, n)}{\alpha(n)}+\left\{\left[1-\frac{a(n+1)^{2}}{a(\infty)^{2}}\right] Z^{-1}-B(n)\right\} \\
& \times Z^{2 n+2} \frac{p(\lambda, n)}{\alpha(n)} \tag{B7}
\end{align*}
$$

thus at a zero of $p(\lambda, n) / \alpha(n)$

$$
\begin{align*}
& Z_{(n, K)}^{2 n+2} \frac{\psi^{*}\left(1 / Z_{(n, K)}^{\prime} n+1\right)}{\alpha(n+1)} \\
& =Z_{(n, K)}^{\prime 2 n+2} \frac{\psi^{*}\left(1 / Z_{(n, K)}^{\prime}, n\right)}{\alpha(n)} \tag{B8}
\end{align*}
$$

and Eq. (B6) becomes ${ }^{21}$

$$
\begin{equation*}
=\prod_{K=1}^{2 n} Z_{(n, K)}^{\prime 2 n+2} \frac{\psi^{*}\left(1 / Z_{(n, K)}^{\prime}, n+1\right)}{\alpha(n+1)} \tag{B9}
\end{equation*}
$$

Writing Eq. (B9) out as in Eq. (B4) and then changing the order of the product and again using the fact that the leading coefficient of $p(\lambda, n) / \alpha(n)$ is 1 gives the desired result:
$\prod_{i=1}^{2 n} \frac{\psi^{*}\left(Z_{(n, i)}, n\right)}{\alpha(n)\left(1-Z_{(n, i)}^{2}\right)}=\prod_{j=1}^{2 n+2} Z_{(n+1, j)}^{n} \frac{p(\lambda(n+1, j), n)}{\alpha(n)}$.
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#### Abstract

The Clebsch-Gordan problem for continuous representations belonging to the principal series of $\mathrm{O}(2,1)$ is treated by a method developed previously for the coupling of a discrete and a continuous representation. The values of the complex variable $x$ occurring in the fundamental differential equation of the problem are restricted to lie on the unit circle, and the Clebsh-Gordan coefficients are identified with the Fourier coefficients of solutions of this equation. If $j$ belongs to the discrete class there is only one acceptable solution of the second order equation. But, if $j_{1}, j_{2}, j$ all belong to the continuous class any two independent solutions of the equation give possible Clebsch-Gordan series. The problem of orthogonalizing the solutions in the latter case is solved and the normalization factor is determined using the Sturm-Liouville theory of differential equations. The Clebsch-Gordan coefficients generated by an orthogonal pair of solutions become automatically orthogonal. To determine the $j$ values appearing in the reduction, a product state $x^{m}$ is expanded in a series of the coupled states $g_{j m}(x)$ by means of the Burchnall-Chaundy formula followed by the Sommerfeld-Watson transformation.


## 1. INTRODUCTION

The problem of constructing the unitary irreducible representations (UIR's) of the three-dimensional Lorentz Group $\mathrm{O}(2,1)$ or its covering group $\mathrm{SU}(1,1)$ was solved by Bargmann ${ }^{1}$ many years ago. Following this work a number of authors ${ }^{2-9}$ investigated the Clebsch-Gordan (CG) problem for the group. In the first two papers ${ }^{10,11}$ of this series (I and II), we have shown how a single "Master Analytic Function" can be used to solve two apparently unconnected problems, finding the $O(2,1)$ content of $O(3,1)$, and the $C G$ series and coefficients (CGC's) for $O(2,1)$. In the second paper ${ }^{11}$ the CG problem for two discrete representation or one discrete and one continuous (nonexceptional) representations was solved by a novel method based on the theory of hypergeometric function (HGF). This method is now applied to the more difficult problem of the coupling of two continuous representations. We shall consider, in this paper, only continuous nonexceptional representations, i.e., representations belonging to the principal series. The CGC's obtained by us for continuous $j_{1} j_{2}, j$ are absolutely convergent for all values of the magnetic quantum numbers and exhibit a strong resemblance to those of the rotation group. There are also other good features not posessed by the two other expressions available in the literature. While Holman and Biedenharn's ${ }^{4}$ (HB's) expression for the normalization factor (NF) is too complicated for the use, that of Wang' involves unsightly fourth roots of factorials instead of the usual square roots. These may be partly due to their evaluation procedure which essentially consists in summing a divergent series with the aid of a convergence factor. HB's expression, besides, is not analytically continuable to other cases of coupling. The three expressions for the CGC (including ours) are all different and are not transformable into one another.

From general considerations and also from the analysis of Basu ${ }^{12}$ it appears that for the extension to be possible the
hypothetical variable $x$ should lie on the unit circle. The CGC will then become identical with the Fourier coefficient (FC) of an appropriate solution of Eq. (2.4) of II, namely,

$$
\begin{align*}
& \left\{x(1-x)^{2} \frac{d^{2}}{d x^{2}}+(1-x)\right. \\
& \quad \times\left[j_{1}+j_{2}+1-m+x\left(j_{1}+j_{2}+m-1\right)\right] \\
& \quad \times \frac{d}{d x}+\frac{\left(j_{1}-m\right) j_{2}}{x} \\
& \left.\quad+\left(j_{1}+m\right) j_{2} x+j_{1}\left(j_{1}+1\right)+j_{2}\left(j_{2}+1\right)-j(j+1)\right\} g_{j m}=0 \tag{1.1}
\end{align*}
$$

Unlike the cases considered in II, the solutions of the above equation for continuous $j_{1} j_{2}$ are not square-integrable and cannot normally be expanded in Fourier series. A rigorous justification of the procedure adopted can be obtained by using the theory of generalized functions. ${ }^{13}$ But as this is not very relevant in the present context we shall only present the main results of our investigation here.

Although the coupling of continuous representations is mathematically more involved, it has the great advantage that the orthonormality ( ON ) of CGC can be established by using the familiar Sturm-Liouville theory of differential equtions. The simplification arises from the form of the normalization factor (NF) for states belonging to the continuum. ${ }^{14}$ For the principal series of representations this is a phase and drops out completely when a CGC is multiplied by its complex conjugate in the orthonormality condition

$$
\begin{align*}
& \sum_{m_{2}} \bar{C}_{r}\left(j_{1} j_{2} j ; m_{1}, m_{2}\right) C_{s}\left(j_{1}, j_{2} j^{\prime} ; m_{1}, m_{2}\right) \\
&=\delta_{r s} \delta\left(I m j-I m j^{\prime}\right) \tag{1.2}
\end{align*}
$$

The ON of CGC thus becomes identical with the ON of solutions of Eq. (1.1) on the unit circle. The NF for states of
the principal series, as pointed by Barut and Fronsdal, ${ }^{14}$ can also be taken to be unity. We have achieved some simplification by using the alternative value throughout. This is not possible when one (or both) of the representations coupled belongs to the discrete class.

We first find the solutions of Eq. (1.1) which give the correct CG series for a particular final $j$. The solution of Eq. (1.1) to be taken is

$$
\begin{align*}
g_{j m}^{(1)}= & x^{-j_{2}} e_{j m}^{(1)} \\
= & x^{-j_{2}}(1-x)^{j_{1}+j_{2}-j} \\
& \times F\left(-j-m j_{1}-j_{2}-j_{j} j_{1}-j_{2}-m+1 ; x\right) \tag{1.3}
\end{align*}
$$

if $j$ belongs to the positive discrete class, and

$$
\begin{align*}
g_{j m}^{(5)}= & x^{-j_{1}+m} e_{j m}^{(5)} \\
= & x^{-j_{1}+m}(1-x)^{j_{1}+j_{2}-j} \\
& \times F\left(-j+m j_{2}-j_{1}-j_{j} j_{2}-j_{1}-j+m+1 ; x\right) \tag{1.4}
\end{align*}
$$

if $j$ belongs to the negative discrete class. This conforms with HB's observations that if any of the three $j$ 's belongs to the discrete class $D^{+}$or $D^{\text {' }}$, then there is only one set of CGC for a given $m$. If on the other hand $j$ belongs to the continuous class $D^{c}$, then any two independent solutions of Eq. (1.1) correspond to possible CG series, and one is led to the problem of choosing from the infinite possibilities a pair of solutions which are orthogonal on the unit circle. The CGC's generated by this pair of orthonormalized basis functions are then automatically orthonormal. The problem of orthogonalization has been solved in Sec. 4 by a simple analytical method. The exact agreement between the expressions of NF determined in Secs. 3 and 4 by two widely different methods provides a good test of the correctness of our results.

After the selection of the appropriate solution of Eq. (1.1) pertaining to a given $j$, we have to determine the NF for the CGC and the spectrum of $j$ values. These are obtained by expanding $x^{j_{2}+m_{2}}$ in a series of functions of the type $e_{j m}$ by means of the Burchnall and Chaundy formula ${ }^{15}$ and then applying the Sommerfeld-Watson transformation (SWT).

## 2. Construction of the Basis Functions and the Fourier Expansion

The group $\mathrm{SU}(1,1)$ [covering group of $\mathrm{O}(2,1)$ ] consists of all $2 \times 2$ complex matrices of the form,

$$
u=\left(\begin{array}{ll}
\alpha &  \tag{2.1}\\
\bar{\beta} & \\
\bar{\alpha}
\end{array}\right) ; \quad \operatorname{det} u=1
$$

The UIR's of the group can be considered in the space $D_{X}$ of homogeneous functions of two complex variables ( $\xi_{1}, \xi_{2}$ ) transforming according to the fundamental representation of $\operatorname{SU}(1,1)$ when $D_{\chi}$ is realized as the space of functions of a single complex variable $z=\left(\xi_{1} / \xi_{2}\right)$, the operator $T_{u}$ of the
representation is given by,

$$
\begin{equation*}
T_{u} f(z)=(\beta z+\bar{\alpha})^{2 j} f\left(\frac{\alpha z+\bar{\beta}}{\beta z+\bar{\alpha}}\right) \tag{2.2}
\end{equation*}
$$

The generators of the group can then be represented as differential operators of the form,
$J_{+}=i z\left(2 j-z \frac{\partial}{\partial z}\right), \quad J_{-}=i \frac{\partial}{\partial z}, \quad J_{3}=\left(z \frac{\partial}{\partial z}-j\right)$.
The generators (2.3) can be exponentiated to the principal series of UIR's only if the complex numbers $z_{1}, z_{2}$ or equivalently $x=z_{2} / z_{1}$ are defined on the boundary of the unit circle. ${ }^{12}$

In the $\mathrm{O}(2)$ basis the product states are monomials,

$$
\begin{gather*}
f_{m_{1}, m_{2}}^{j, j_{2}}\left(z_{1}, z_{2}\right)=z_{1}^{j_{1} \cdot m_{1}} z_{2}^{j_{1}, m_{2}}=z_{1}^{j_{1}, m_{2} z_{2}^{i}} x^{m_{2}} \\
m_{1}, m_{2}=0, \pm \frac{1}{2}, \pm 1, \cdots \tag{2.4}
\end{gather*}
$$

As $j_{1} j_{2}$ are in the principal series of UIR's $\operatorname{Re} j_{1}=\operatorname{Re} j_{2}=-\frac{1}{2}$ and the numbers $\sigma=j_{1}+j_{2}+1$ and $j_{0}=j_{1}-j_{2}$ are, therefore, pure imaginary.

The coupled states $g_{j m}$, on the other hand, are the bases of UIR's of the group appearing in the reduction,

$$
\begin{equation*}
T_{u}^{j_{1}} \times T_{u}^{j_{2}}=\sum_{j} \oplus \sigma_{j} T_{u}^{j} \tag{2.5}
\end{equation*}
$$

and these are of the form,

$$
\begin{equation*}
f_{j m}=z_{1}^{j_{1}}+m_{z_{2}^{j}}^{j_{2}} g_{j m}(x) \tag{2.6}
\end{equation*}
$$

The function $g_{j m}$ is a solution of Eq. (1.1) which on substitution $g=x^{-\mathrm{j}_{2}}(1-\mathrm{x})^{\sigma-j-1} F$ reduces to the standard $\mathbf{H G}$ equation,

$$
\begin{align*}
& x(1-x) F^{\prime \prime}+\left[2 j+(1-x)\left(j_{0}-m+1-2 j\right)\right] F^{\prime} \\
& \quad+(j+m)\left(j_{0}-j\right) F=0 \tag{2.7}
\end{align*}
$$

Since $j$ can be complex, there are, in general, two linearly independent solutions of Eq. (2.7) which must be chosen so that they satisfy the requirement of orthonormality. The pair of solutions,
$g_{j m}^{(1)}=x^{-j_{2}}(1-x)^{\sigma-j-1} F\left(-j-m, j_{0}-j ; j_{0}-m+1 ; x\right)$
$g_{j m}^{(2)}$

$$
\begin{align*}
= & x^{-j_{2}}(-x)^{j-j_{0}}(1-x)^{\sigma-j-1} \\
& \times F\left(-j+m j_{0}-j_{i} j_{0}+m+1 ; x^{-1}\right) \tag{2.8b}
\end{align*}
$$

as shown in Sec. 4 satisfy

$$
\begin{equation*}
\left(g_{j m}^{(r)}, g_{j m}^{(s)}\right)=N_{j m}^{(r)} \delta_{r s} \delta\left(\operatorname{Im} j-\operatorname{Im} j^{\prime}\right) \tag{2.9}
\end{equation*}
$$

The Hilbert space $H$ under the reduction (2.5), therefore, decomposes into two mutually orthogonal subspaces leading to a pair of orthogonal CGC's.

The solution $g_{j m}^{(2)}$ can be expressed as a linear combination of the first and second solution of the HG equation,


FIG. 1. The contour $\Sigma$.

$$
\begin{aligned}
g_{j m}^{(2)}= & \Gamma\left[\begin{array}{c}
m-j_{0} j_{0}+m+1 \\
j+m+1,-j+m
\end{array}\right] g_{j m}^{(1)} \\
& -e^{i \pi\left(j_{0}-m\right)} \Gamma\left[\begin{array}{c}
j_{0}-m+1, m-j_{0} j_{0}+m+1 \\
m-j_{0}+1, j_{0}-j_{0} j_{0}+j+1
\end{array}\right] g_{j m}^{(5)}
\end{aligned}
$$

where $g_{j m}^{(5)}$ stands for the second solution of the HG equation and is given by Eq. (1.4).

However, when $j$ belongs to $D \pm$, the values of $m$ are bounded above or or below and Eq. (2.7) admits only one independent solution which is given by Eq. (2.8a) for $D^{+}$and by Eq. (1.4) for $D^{-}$. There is, therefore, no duplicity for representations belonging to $D \pm$.

Since, in Eq. (2.4), $j_{1} j_{2}$ and $m$ are fixed, the monomials $x^{m_{3}}$ can be regarded as representing the bases in the product representation. Further, $m_{2}$ (or $m_{1}$ ) takes all integer or halfinteger values on the real line. The nonnormalized CGC's are, therefore, the coefficients of Fourier expansion of $g_{j m}^{(1)}$ and $g_{j m}^{(2)}$

$$
\begin{equation*}
g_{j m}^{(\mu)}=\sum_{m_{i}=-\infty}^{\infty} a_{m}^{(r)} x^{m_{2}} ; \quad r=1,2 \tag{2.11}
\end{equation*}
$$

The FC's can be expressed as an integral over the unit circle $S$ (see Fig. 1) in the clockwise direction. Thus,

$$
\begin{align*}
a_{m_{2}}^{(1)}= & -\frac{1}{2 \pi i} \int_{S} d x x^{-j_{2}-m_{2}-1}(1-x)^{\sigma-j-1} \\
& \times F\left(-j-m_{y} j_{0}-j ; j_{0}-m+1 ; x\right) \tag{2.12}
\end{align*}
$$

The singularities of the integrand are the branch points at $x=0$ and at $x=1$. With the standard choice of the cut for the HGF the integrand in Eq. (2.12) is single valued and analytic in the entire $x$-plane assumed cut along the positive real axis from zero to infinity. If, therefore, we choose a closed contour $\Sigma$, as shown in Fig. 1, then by Cauchy's theorem,

$$
\begin{align*}
& \oint_{\Sigma} x^{-j_{2}-m_{2}-1}(1-x)^{\sigma-j-1} \\
& \times F\left(-j-m, j_{0}-j ; j_{0}-m+1 ; x\right) d x=0 . \tag{2.13}
\end{align*}
$$

Since the integrals over the circular arcs $\sigma_{1}$ and $\sigma_{2}$ near $x=1$ vanish, we have
$a_{m_{2}}^{(1)}=\frac{1}{2 \pi i} \int_{C} x^{-j_{2}-m_{i}-1}(1-x)^{\sigma-j-1}$

$$
\begin{equation*}
\times F\left(-j-m j_{0}-j j_{0}-m+1 ; x\right) d x \tag{2.14}
\end{equation*}
$$

where $C$ stands for the "Pochhammer part" of $\Sigma$ formed by the small circle of radius $\epsilon$ around the origin and the part of the branch cut from $\epsilon$ to 1-0.

Comparing Eq. (2.14) with the standard single loop Pochhamer contour integral representation ${ }^{16}$ of the generalized HGF, we obtain
$a_{m_{i}}^{(1)}=e^{-i \pi\left(j_{i}+m_{2}\right)}$

$$
\begin{align*}
& \times \Gamma\left[\begin{array}{c}
\sigma-j \\
j_{2}+m_{2}+1, j_{1}-m_{2}-j+1
\end{array}\right] \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
-j_{2}-m_{2} j_{0}-j,-j-m \\
j_{0}-m+1, j_{1}-m_{2}-j+1
\end{array}\right] \tag{2.15}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
a_{m_{1}, m_{2}}^{(2)}=e^{-2 i \pi m_{2}} a_{-m_{1},-m_{2}}^{(1)} \tag{2.16}
\end{equation*}
$$

The ${ }_{3} F_{2}^{(1)}$ functions appearing in Eqs. (2.15) and (2.16) are absolutely convergent for all values of $m_{1}, m_{2}, m$.

We shall also require the function $g_{j m}^{(5)}$ as given by Eq. (1.4) and its FC,

$$
\begin{equation*}
a_{m_{2}}^{(5)}=a_{m_{2}}^{(1), y}, \tag{2.17}
\end{equation*}
$$

where the superscript $\mathscr{I}$ corresponds to the simultaneous interchange $j_{1} \leftrightarrow j_{2}, m_{1} \leftrightarrow-m_{2}(\mathscr{I}$-transform).

## 3. THE CLEBSCH-GORDAN SERIES

For positive $m$ we expand $x^{j_{2}+m_{i}}$ in a series of the form ${ }^{15}$

$$
\left.\left.\begin{array}{rl}
x^{j_{2}+m_{2}}= & \sum_{n=0}^{\infty}(-)^{n} \frac{(a)_{n}(b)_{n}}{(c+n-1)_{n} n!}
\end{array}\right](1-x)^{n}\right)
$$

with $a=1-\sigma-m, b=-2 j_{2}, c=2(1-\sigma)$. This can be written as a sum of residues at $j=\sigma-n-1$ of the analytic function
$\chi(j)$

$$
=\Gamma\left[\begin{array}{c}
-j-m j_{0}-j,-\sigma+j+1,-\sigma-j  \tag{3.2}\\
-2 j-1,1-\sigma-m,-2 j_{2}
\end{array}\right]{ }_{3} F_{2}^{(0)} f_{j m}(x),
$$

where

$$
\begin{align*}
& { }_{3} F_{2}{ }^{(0)}={ }_{3} F_{2}\left[\begin{array}{c}
-j_{2}-m_{2},-\sigma+j+1,-\sigma-j \\
-2 j_{2}, 1-\sigma-m
\end{array}\right],  \tag{3.3}\\
& f_{j m}(x)=(1-x)^{\sigma-j-1} F\left(-j-m, j_{0}-j ;-2 j ; 1-x\right)
\end{align*}
$$

Let us now enclose the poles at $j=\sigma-n-1$ by a contour $C$ consisting of the infinite semicircle on the left half of the $j$ -
plane and the line $\operatorname{Re} j=-\frac{1}{2}$. Since $C$ contains additional poles at $j=-m+k,(k=0,1,2, \cdots)$ and since the integral over the semicircular part vanishes, we have,
$x^{j_{2}+m_{3}}=\frac{1}{2 \pi i} \int_{-1 / 2-i \infty}^{-1 / 2+i \infty} \chi(j) d j-\sum_{j=-1(\mathrm{or}-3 / 2)}^{m} D_{j}^{+}$
where $D_{j}{ }^{+}$stands for the residue of $\chi(j)$ at $j+m=k$, ( $k=0,1, \cdots, m-1$ ).
when $j_{1}$ and $j_{2}$ both belong to $D^{c}$ the duplicity phenomenon discussed in the preceding section makes it necessary to transform the rhs of Eq. (3.4) into a form involving the basis functions $g^{(1)}, g^{(2)}$ and the corresponding FC's (or CGC's). Using the appropriate Slater identity ${ }^{16}$ to express ${ }_{3} F_{2}{ }^{(0)}$ occurring in Eq. (3.4) in terms of the complex conjugate of the FC's of $g^{(1)}$ and $g^{(2)}$, we obtain after some calculations,

$$
\begin{align*}
& x^{j_{\mathrm{L}}+m_{2}} \\
& =\frac{e^{i \pi j_{2}} \sin \pi j_{1}}{\sin \pi j_{0}} \sum_{j} D_{j}^{+}+\frac{1}{2 \pi i} \int_{-1 / 2}^{-1 / 2+i \infty} d j \Gamma\left[\begin{array}{c}
-j_{0}-j,-j_{0}+j+1, j_{0}-j_{2} j_{0}+j+1,-j-m, j+1-m \\
j_{0}-m+1,-j_{0}-m+1,-2 j-1,2 j+1
\end{array}\right] e^{i \pi\left(2 j_{2}+1\right)} \bar{a}_{m_{2}}^{(1)} x^{j} g_{j m}^{(1)} \\
& \quad+\frac{1}{2 \pi i} \int_{-1 / 2}^{-1 / 2+i x} d j \Gamma\left[\begin{array}{c}
-j_{0}-j,-j_{0}+j+1, j_{0}-j_{2} j_{0}+j+1,-j+m, j+m+1 \\
1+m-j_{0}, 1+m+j_{0},-2 j-1,2 j+1
\end{array}\right] e^{i \pi\left(2 j_{2}+1\right)} \bar{a}_{m_{2}}^{(2)} x^{j} g_{j m}^{(2)} . \tag{3.5}
\end{align*}
$$

By introducing $\eta(j, m)$ which is 1 for discrete $j$ and $-\cot \pi(j+m)$ for continuous $j$, the discrete and the continuous parts can be given the same analytic form:
$x^{j_{2}+m_{2}}=\left(\sum_{j=-(\mathrm{or}-3 / 2)}^{-m}+i \int_{-1 / 2}^{-1 / 2+i \infty} d j b\right)_{\left(j_{1} j_{2} j ; m_{1}, m_{2}\right) x^{j_{2}} g_{j m}^{(1)}+\mathrm{i} \int_{-1 / 2}^{-1 / 2+i \infty} d j b^{(2)}\left(j_{1} j_{2} j ; m_{1}, m_{2}\right) x^{j_{j}} g_{j m}^{(2)}, ~, ~, ~}^{\text {, }}$
where

$$
\begin{align*}
& b^{(1)}\left(j_{1} j_{2} j ; m_{1}, m_{2}\right) \\
& \quad=\bar{\eta}(j, m) e^{i \pi\left(j_{2}+m_{2}\right)} \Gamma\left[\begin{array}{r}
\quad-j_{0}-j,-j_{0}+j+1, j_{0}-j_{y} j_{0}+j+1,-2 j,-\sigma+j+1 \\
-j_{2}+m_{2},-j_{0}-m+1, j_{0}-m+1,-2 j-1,-j+m, j+m+1,-j_{1}+j+1-m_{2}
\end{array}\right] \\
& \quad \times{ }_{3} F_{2}\left[\begin{array}{c}
j_{2}-m_{2}+1,-j_{0}+j+1, j+1-m \\
-j_{0}-m+1,-j_{1}+j+1-m_{2}
\end{array}\right], \\
& b^{(2)}\left(j_{1} j_{2}, j ; m_{1}, m_{2}\right)=e^{2 i \pi m_{2}} b^{(1)}\left(j_{1} j_{2} j ;-m_{1},-m_{2}\right) \tag{3.7}
\end{align*}
$$

The NF's for the CG series and coefficients are obtained by comparing the coefficients of direct and inverse expansions. If $A_{j m}^{(r)},(r=1,2)$, is the NF, then
$A_{j m}^{(1)}=\frac{1}{2 \pi} e^{i \pi\left(j_{2}+1 / 2\right)}\left\{\Gamma\left[\begin{array}{c}-j_{0}-j j_{0}+j+1 j_{3}-j,-j_{0}+j+1,-j-m, j+1-m \\ -j_{0}-m+1, j_{0}-m+1,-2 j-1,2 j+1\end{array}\right]\right\}^{1 / 2}$,

$$
A_{j m}^{(2)}=A_{j-m}^{(1)} .
$$

These are in complete agreement with the NF's determined in Sec. 4 by a different method. Using Eqs. (3.8), (2.15), (2.16), we finally obtain the normalized CGC's,

$$
\begin{equation*}
C_{r}\left(j_{1}, j_{2} j ; m_{1}, m_{2}\right)=A_{j m}^{(r)} a_{m}^{(r)} \tag{3.9}
\end{equation*}
$$

for $j$ lying in the continuous spectrum. For the discrete spectrum the CGC's are givem by $C_{1}$ when $j$ belongs to $D^{+}$and by $C_{2}$ when $j$ belongs to $D^{-}$.

## 4. THE ORTHOGONALITY OF THE EIGENFUNCTIONS AND THE CGC's

The first step in the derivation of the orthogonality condition for the CGC's consists in constructing a suitable scalar product $(f, g)$ with respect to which the UIR's $T_{u}^{j}$ appearing in the reduction (Eq. (3.6)) are required to be unitary. This is easily achieved by adopting Gelfand's definition ${ }^{13}$ of the Kronecker product of two UIR's and constructing the corresponding invariant bilinear functional satisfying,

$$
\begin{equation*}
\left(T_{u} f_{1}, T_{u} f_{2}\right)=\left(f_{1} f_{2}\right) \tag{4.1}
\end{equation*}
$$

where

$$
\begin{align*}
& T_{1} f\left(z_{1}, z_{2}\right)=\left(\beta z_{1}+\bar{\alpha}\right)^{2 j}\left(\beta z_{2}+\bar{\alpha}\right)^{2 j_{2}} f\left(z_{1}^{\prime}, z_{2}^{\prime}\right) \\
& z_{r}^{\prime}=\frac{\alpha z_{r}+\bar{\beta}}{\beta z_{r}+\bar{\alpha}}, \quad r=1,2 \tag{4.2}
\end{align*}
$$

When $j_{1} j_{2}$ are in the principal series of UIR's and accordingly $z_{1}, z_{2}$ are allowed to vary on the unit circle ( $z_{r}=e^{i \phi}$ ) a bilinear functional satisfying Eq. (4.1) exists and is of the form,

$$
\begin{equation*}
\left(f_{1}, f_{2}\right)=\int d \phi_{1} \mathrm{~d} \phi_{2} \bar{f}_{1}\left(z_{1}, z_{2}\right) f_{2}\left(z_{1}, z_{2}\right) z_{1}^{-2 j_{1}-1} z_{2}^{-2 j_{2}-1} \tag{4.3}
\end{equation*}
$$

According to our choice of a basis of the Hilbert space

$$
\begin{equation*}
f_{1}=z_{1}^{j_{1}}+m_{2} z_{2}^{j_{2}} g_{j m}(x) \tag{4.4}
\end{equation*}
$$

Using Eqs. (4.3) and (4.4) it is now easy to verify that the functions $g_{j m}$ in the coupled representation should be orthonormalized according to the scalar product,

$$
\begin{equation*}
\left(g_{j m}, g_{j m}\right)=\int_{0}^{2 \pi} \bar{g}_{j m}(x) g_{j m}(x) d \phi \tag{4.5}
\end{equation*}
$$

where $x=e^{i\left(\phi_{2}-\phi_{1}\right)}=e^{i \phi}$. The orthogonality of the eigenfunctions $g_{j m}^{(r)}(x)$ of Sec. 2 can now be established in the traditional way by explicit evaluations of this scalar product with the help of Sturm-Liouville theory of the second order differential equation.

We shall first show that if $j$ is in the principal series the functions $g_{j m}^{(1)}, g_{j m}^{(2)}$ constitute two independent orthogonal sets.

Using Eqs. (2.8a), (4.5) and the standard formula
$F(a, b ; c ; z)$

$$
\begin{aligned}
= & \Gamma\left[\begin{array}{c}
c, b-a \\
b, c-a
\end{array}\right](-z)^{-a} F\left(a, 1-c+a ; 1-b+a ; z^{-1}\right) \\
& +\Gamma\left[\begin{array}{c}
c, a-b \\
a, c-b
\end{array}\right](-z)^{-b} F\left(b, 1-c+b ; 1-a+b ; z^{-1}\right)
\end{aligned}
$$

and following the method of Sec. 2 the integral over $S$ can
now be expressed as a single loop Pochhammer-integral over $C$ (Fig. 1). The Eq. (4.5) then takes the following form,

$$
\begin{align*}
& \left(g_{j m}^{(1)}, g_{j m}^{(1)}\right) \\
& \quad=e^{i \pi(m-\sigma-1)} \Gamma\left[\begin{array}{c}
1-j_{0}-m, m-j_{0} \\
-j_{0}-j,-j_{0}+j+1
\end{array}\right] \\
& \quad \times(-i) \int_{C} \phi_{j m} \phi_{j m} x^{j_{0}-m} d x \\
& \quad+e^{i \pi\left(\mathrm{j}_{o}-\sigma-1\right)} \Gamma\left[\begin{array}{c}
1-j_{0}-m, \mathrm{j}_{o}-m \\
-j-m, j+1-m
\end{array}\right] \\
& \quad(-i) \int_{C} \phi_{\mathrm{jm}}^{\sigma}(\mathrm{x}) \phi_{\mathrm{j}^{\prime} \mathrm{m}}(\mathrm{x}) \mathrm{dx}, \tag{4.7}
\end{align*}
$$

where

$$
\begin{equation*}
\phi_{j m}(x)=(1-x)^{-j-1} F\left(-j-m j_{0}-j ; j_{0}-m+1 ; x\right) \tag{4.8}
\end{equation*}
$$

The integrand in the second term on the rhs of Eq. (4.7) which is regular at $x=0$ is continuous across the branch cut and the integral therefore vanishes. The only contribution to the scalar product therefore comes from the first term and we have

$$
\begin{align*}
& \left(g_{j m}^{(1)}, g_{j m}^{(1)}\right) \\
& =e^{i \pi(m-\sigma-1)} \Gamma\left[\begin{array}{l}
-j_{0}-m+1, m-j_{0} \\
-j_{0}-j,-j_{0}+j+1
\end{array}\right] \mathrm{G}\left(\mathrm{j}^{\prime}, \mathbf{j} ; \mathrm{m}\right) \tag{4.9}
\end{align*}
$$

where
$G\left(j^{\prime}, j ; m\right)$

$$
\begin{align*}
= & -i \lim _{\epsilon \rightarrow 0}\left[\left(e^{2 \pi i j_{0}}-1\right) \int_{\epsilon}^{1} d x x^{j_{0}-m} \phi_{j m}(x) \phi_{j m}(x)\right. \\
& \left.+\int_{s} x^{j_{0}-m} \phi_{j m}(x) \phi_{j m}(x) d x\right] \tag{4.10}
\end{align*}
$$

Here " $s$ " stands for the small circle of radius $\epsilon$ centered at the origin.

The integrals appearing in the rhs of the above equation can be evaluated by using the differential equation satisfied by the eigenfunctions $\phi_{j m}$ and $\phi_{j i n}$, and we have
$\int_{\epsilon}^{1} x^{j_{0}-m} \phi_{j m}(x) \phi_{j m}(x) d x$

$$
\begin{align*}
= & \frac{\lim _{x \rightarrow 1}}{\left(j-j^{\prime}\right)\left(j+j^{\prime}+1\right)}\left[(1-x)^{2}\left(\phi_{j m} \frac{d \phi_{j m}}{d x}-\phi_{j m} \frac{d \phi_{j m}}{d x}\right)\right] \\
& -\frac{e^{j_{0}-m+1}}{\left(j_{0}-m+1\right)} \tag{4.11}
\end{align*}
$$

Combining Eqs. (4.10), (4.11) and (4.12), we finally obtain $G\left(j^{\prime}, j ; m\right)$

$$
\begin{align*}
= & \frac{2 e^{i \pi j_{j}} \sin \pi j_{0}}{\left(j-j^{\prime}\right)\left(j+j^{\prime}+1\right)} \lim _{x \rightarrow 1}\left[( 1 - x ) ^ { 2 } \left(\phi_{j m} \frac{d \phi_{j m}}{d x}\right.\right.  \tag{4.16}\\
& \left.\left.-\phi_{j m} \frac{d \phi_{j m}}{d x}\right]\right) .
\end{align*}
$$

tained in the previous section [Eq. (3.8)] in an entirely different manner. Similarly,

$$
\begin{aligned}
& \left(g_{j m}^{(2)}, g_{j m}^{(1)}\right) \\
& \quad=-i e^{i \pi\left(j_{0}-\sigma-1\right)} \int_{C} d x \phi_{j \mathrm{~m}}^{\mathscr{f}}(\mathrm{x}) \phi_{j^{\prime} m}(\mathrm{x})
\end{aligned}
$$

Although $g^{(2)}$ and $g^{(1)}$ have branch points at the origin, the

$$
\begin{equation*}
\int_{s} x^{j_{0}-m} \phi_{j m}(x) \phi_{j m}(x) d x=\frac{\left(\epsilon^{2 \pi i j_{0}}-1\right) \epsilon^{j_{0}-m+1}}{j_{0}-m+1} \tag{4.12}
\end{equation*}
$$ integrand as before [Eq. (4.7)] is regular at $x=0$. The integral therefore vanishes,

$$
\left(g_{j m}^{(1)}, g_{j m}^{(1)}\right)=0
$$

The CGC's $C_{r}\left(j_{1} j_{2}, j ; m_{1}, m_{2}\right)$ of the previous section are then the coefficients of Fourier expansion of the orthonormalized eigenfunctions,

$$
f_{j m}^{(r)}=A_{j m}^{(r)} g_{j m}^{(r)}
$$

satisfying

$$
\begin{equation*}
\left(f_{j m}^{(r)} f_{j m}^{(s)}\right)=\delta_{r s} \delta\left(\operatorname{Im} j^{\prime}-\operatorname{Im} j\right) \tag{4.17}
\end{equation*}
$$

The orthogonality condition for the CGC's now follows immediately from that of the product states and Eqs. (4.16) and (4.17):

Following I, the rhs of Eq. (4.13) can now be evaluated and we obtain after some calculations

$$
\begin{align*}
& \left(g_{j m}^{(1)}, g_{j m}^{(1)}\right)  \tag{4.18}\\
& \quad=4 \pi^{2} e^{i \pi\left(j_{0}-\sigma\right)} \\
& \times \Gamma\left[\begin{array}{c}
-j_{0}-m+1, j_{0}-m+1,-2 j-1,2 j+1 \\
-j_{0}-j,-j_{0}+j+1, j_{0}-j j_{0}+j+1,-j-m j+1-m
\end{array}\right]
\end{align*}
$$

$$
\begin{equation*}
\times \delta\left(\operatorname{Im} j-\operatorname{Im} j^{\prime}\right) \text { for } \operatorname{Im} j, \operatorname{Im} j^{\prime}>0 \tag{4.14}
\end{equation*}
$$

(ote

The NF as given by Eq. (4.14) agrees exactly with that ob-

$$
\begin{gathered}
\sum_{m_{2}} \bar{C}_{r}\left(j_{1} j_{2} j_{j} ; m_{1}, m_{2}\right) C_{s}\left(j_{1} j_{2} j^{\prime} ; m_{1}, m_{2}\right) \\
=\delta_{r s} \delta\left(\operatorname{Im} j^{\prime}-\operatorname{Im} j\right)
\end{gathered}
$$

When $j$ lies in the discrete spectrum, the orthonormality condition can be derived essentially in the same way, and we have

$$
\begin{equation*}
\sum_{m_{2}} \bar{C}\left(j_{1} j_{2} j ; m_{1}, m_{2}\right) C\left(j_{1}, j_{2} j^{\prime} ; m_{1}, m_{2}\right)=\delta_{i j^{\prime}} \tag{4.19}
\end{equation*}
$$

## APPENDIX

To derive Eq. (3.5), we transform the rhs of Eq. (3.4) by using the identity
$F_{p}(0.45)=\Gamma\left[\begin{array}{lll}\alpha_{035}, & \alpha_{045}, & \alpha_{015} \\ \alpha_{235}, & \alpha_{245}, & \alpha_{125}\end{array}\right] F_{p}(2.01)-\Gamma\left[\begin{array}{lll}\alpha_{035}, & \alpha_{045}, & \alpha_{015} \\ \alpha_{143}, & \beta_{02}, & 1-\beta_{02}\end{array}\right] F_{n}(2.14)$.

This gives

$$
\begin{align*}
{ }_{3} F_{2}^{(0)}= & \Gamma\left[\begin{array}{c}
-j_{1}+m_{1} j_{1}-m_{1}+1,-j_{0}+j+1,-j_{0}-j,-2 j_{2}, 1-\sigma-m \\
j+1-m,-j_{2}-m_{2},-j-m,-\sigma+j+1,1+m-j_{0},-j_{1}-j+m_{2}
\end{array}\right]{ }_{3} F_{2}^{(2)} \\
& -\Gamma\left[\begin{array}{c}
-j_{1}+m_{1} j_{1}-m_{1}+1,-j_{0}+j+1,-j_{0}-j,-2 j_{2}, 1-\sigma-m \\
-j_{2}+\mathrm{m}_{2}, 1+m-j_{0}, j_{0}-m,-\sigma-j,-\mathrm{j}_{1}+\mathbf{j}+1-\mathrm{m}_{2}, 1-j_{0}-m
\end{array}\right]{ }_{3} F_{2}{ }^{(1)}, \tag{A2}
\end{align*}
$$

where

$$
{ }_{3} F_{2}^{(1)}={ }_{3} F_{2}\left[\begin{array}{c}
j_{2}-m_{2}+1,-j_{0}+j+1, j+1-m  \tag{A3}\\
-j_{0}-m+1,-j_{1}+j+1-m_{2}
\end{array}\right], \quad F_{2}^{(2)}={ }_{3} F_{2}\left[\begin{array}{c}
j_{2}+m_{2}+1,-j_{0}-j,-j+m \\
-j_{0}+m+1,-j_{1}-j+m_{2}
\end{array}\right] .
$$

The ${ }_{3} F_{2}$ (1) functions appearing in Eq. (A2) are invariant under the Legendre transformation $j \rightarrow-j-1$, for instance,

$$
\Gamma\left[\begin{array}{l}
-\sigma+j+1  \tag{A4}\\
-j_{1}+j+1-m_{2}
\end{array}\right]{ }_{3} F_{2}^{(1)}(j)=\Gamma\left[\begin{array}{l}
-\sigma-j \\
-j_{1}-j-m_{2}
\end{array}\right]{ }_{3} F_{2}^{(1)}(-j-1) .
$$

Substituting Eq. (A2) in Eq. (3.4), folding the integral about the real axis, and using the relation (2.10), we have

$$
\begin{align*}
x^{j_{2}+m_{2}}= & \sum_{j} D^{j}{ }_{+}-\frac{1}{2 \pi i} \int_{-1 / 2}^{-1 / 2+i x} d j \\
& \Gamma\left[\begin{array}{l}
-j_{1}+m_{1}, j_{1}-m_{1}+1,-\sigma+j+1,-j_{0}-j,-j_{0}+j+1, j_{0}-j_{2} j_{0}+j+1,-j-m, j+1-m \\
-j_{2}+m_{2},-j_{0}+m+1, j_{0}-m,-j_{0}-m+1,-j_{1}+j+1-m_{2},-2 j-1,2 j+1, j_{0}-m+1
\end{array}\right]_{3} F_{2}^{(1)} x^{i} \cdot g_{j m}^{(1)} \\
& +\frac{1}{2 \pi i} \int_{-1 / 2}^{-1 / 2+i \infty} d j \\
& \Gamma\left[\begin{array}{l}
-j_{1}+m_{1,}, j_{1}-m_{1}+1,-j_{0}-j,-j_{0}+j+1, j_{0}-j_{j} j_{0}+j+1,-\sigma-j,-j+m j+m+1 \\
-j_{2}-m_{2},-j_{0}+m+1, j_{0}+m+1, j_{0}-m+1,-j_{0}+m,-j_{1}-j+m_{2},-2 j-1,2 j+1
\end{array}\right]{ }_{3} F_{2}^{(2)} x^{j} \cdot g_{j m}^{(2)}+Y, \tag{A5}
\end{align*}
$$

where

$$
\begin{align*}
Y & =e^{i \pi\left(j_{j}-m\right)} \frac{1}{2 \pi i} \int_{-1 / 2}^{-1 / 2+i_{\infty}} d j \Gamma\left[\begin{array}{l}
-j_{1}+m_{1} j_{1}+m_{1}+1,-j_{0}-j,-j_{0}+j+1,-\sigma-j,-j+m j+m+1 \\
-j_{2}-m_{2},-j_{0}+m+1,-j_{0}+m+1,-j_{1}-j+m_{2},-2 j-1,2 j+1
\end{array}\right]{ }_{3} F_{2}^{(2)} x^{j} g_{j m}^{(5)} \\
& =e^{i \pi\left(j_{1} \cdots m\right)} \frac{1}{2 \pi i} \int_{-1 / 2-i_{\infty}}^{--1 / 2+i \infty} d j \Gamma\left[\begin{array}{l}
-j_{1}+m_{1} j_{1}-m_{1}+1,-\sigma-j,-j+m,-j_{0}-j \\
-j_{2}-m_{2},-j_{0}+m+1,-j_{1}-j+m_{2},-2 j-1
\end{array}\right]_{3} F_{2}^{(2)} f_{j m}(x) \tag{A6}
\end{align*}
$$

Replacing $f_{j m}(x)$ by $x^{-j_{0}+m} f_{j m}(x)^{y}$ and the ${ }_{3} F_{2}(1)$ function occurring in Eq. (A6) by

$$
\Gamma\left[\begin{array}{l}
-j_{0}+m+1,-j_{1}-j+m_{2},-\sigma+j+1 \\
-2 j_{1},-\sigma+m+1, j_{2}+m_{2}+1
\end{array}\right]{ }_{3} F_{2}\left[\begin{array}{l}
-j_{1}+m_{1},-\sigma-j,-\sigma+j+1 \\
-2 j_{1},-\sigma+m+1
\end{array}\right]
$$

we now have
$Y=\frac{e^{i \pi\left(j_{1}-m\right)}}{2 \pi i} \Gamma\left[\begin{array}{l}-j_{1}+m_{1} j_{1}-m_{1}+1 \\ -j_{2}-m_{2} j_{2}+m_{2}+1\end{array}\right] \int_{-1 / 2-i_{\infty}}^{-1 / 2+i_{\infty}} d j \Gamma\left[\begin{array}{l}-j+m,-j_{0}-j,-\sigma-j,-\sigma+j+1 \\ -2 j_{1},-\sigma+m+1,-2 j-1\end{array}\right]{ }_{3} F_{2}^{(0) \ell^{\circ} x-j_{0}+m} f_{j m}(x)^{y}$.

The integrand in this expression is seen to be the $\mathscr{F}$-transform of $\chi(j)$ of Eq. (3.2) having simple poles at $j=\sigma-n-1$ but at no other points inside $C$. Therefore,

$$
\begin{equation*}
Y=e^{i \pi j_{0}} \frac{\sin \pi j_{2}}{\sin \pi j_{1}} x^{-j_{0}+m} x^{j_{1}-m_{1}}=e^{i \pi j_{0}} \frac{\sin \pi j_{2}}{\sin \pi j_{1}} x^{j_{2}+m_{2}} . \tag{A8}
\end{equation*}
$$

Using this value of $Y$ and the expressions (2.15) and (2.16) for the FC's, we obtain Eq. (3.5).
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# Remarks on the Hamiltonian path integral in polar coordinates 

Wolfgang Langguth ${ }^{\text {a) }}$ and Akira Inomata<br>Department of Physics, State University of New York at Albany, Albany, New York 12222<br>(Received 7 July 1978)<br>Problems associated with the derivation of the Hamiltonian path integral in polar coordinates are examined. First the use of the ill-defined asymptotic formula of the modified Bessel function is pointed out. A procedure is proposed to justify its practical use, in which the mass $m$ is complexified and the limit Im $m \rightarrow 0$ is taken after path integrations. Hereby a restriction is imposed on the class of allowed potentials. The difference between the Hamiltonian path integral so obtained and the phase space path integral formally defined is also discussed.

## 1. INTRODUCTION

Feynman's path integral approach to quantum mechanics ${ }^{1}$ has been considered unique in that the propagator is described by a path integral,

$$
\begin{equation*}
K\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right)=\int \exp \left(\frac{i}{\hbar} \int^{\tau} L(\mathbf{r}, \dot{\mathbf{r}}) d t\right) \mathscr{D} \mathbf{r} \tag{1.1}
\end{equation*}
$$

which rests on the Lagrangian of the system rather than the Hamiltonian. In recent years, more attention has been placed on the Hamiltonian path integral formulated in phase space, ${ }^{2}$

$$
\begin{equation*}
\left.K \mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right)=\iint \exp \left(\frac{i}{\hbar} \int^{\tau}[\mathbf{p} \cdot \dot{\mathbf{r}}-H(\mathbf{r}, \mathbf{p})] d t\right) \mathscr{D} \mathbf{r} \mathscr{D} \mathbf{p} \tag{1.2}
\end{equation*}
$$

whose equivalence to the Lagrangian path integral (1.1) has been shown only in Cartesian coordinates. Since there is no general proof ${ }^{3,4}$ for the canonical invariance of the Hamiltonian integral (1.2), it is as yet unknown to what extent the Hamiltonian formulation is valid. The first question we have to clarify would be as to whether the equivalence between the Lagrangian and Hamiltonian integrals can be maintained under point canonical transformations. A general expectation is that the Hamiltonian path integral (1.2) on any coordinate basis would yield a desired propagator if an appropriate effective Hamiltonian, which may or may not be the same as the classical one, is chosen. ${ }^{5,6}$ While the effective Hamiltonian coincides with the classical one in the Cartesian formulation, the same is not true, as we shall see shortly, on the polar coordinate basis. The transformation from Cartesian to polar coordinates is certainly an important example of point transformations. In the present paper we shall be concerned with problems in deriving the Hamiltonian path integral of the form (1.2) from the Lagrangian path integral (1.1) specifically in polar coordinates.

Edwards and Gulyaev ${ }^{7}$ calculated the Lagrangian path integral (1.1) for a free particle in polar coordinates and obtained the radial propagator for the $l$ wave,
$K_{l}\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right)=\int \exp \left[\frac{i}{\hbar} \int^{\tau}\left(\frac{1}{2} m \dot{r}^{2}-\frac{l(l+1) \hbar^{2}}{2 m r^{2}}\right) d t\right] \mathscr{D} r$,

[^14]by using the asymptotic form of the modified Bessel function for $k \gg 1$,
\[

$$
\begin{equation*}
I_{v}(z) \sim(2 \pi z)^{-1 / 2} \exp \left[z-\frac{1}{2}\left(v^{2}-\frac{1}{4}\right) z^{-1}\right] . \tag{1.4}
\end{equation*}
$$

\]

Following the recipe Garrod ${ }^{2}$ used in the Cartesian formulation, Peak and Inomata ${ }^{8}$ derived from (1.3) the Hamiltonian path integral for the $l$ wave in the presence of a central potential $V(r)$,

$$
\begin{equation*}
K_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau\right)=\iint \exp \left(\frac{i}{\hbar} \int^{\tau}\left[p \dot{r}-H_{l}(r, p)\right] d t\right) \mathscr{D} r \mathscr{D} p \tag{1.5}
\end{equation*}
$$

with the effective Hamiltonian,

$$
\begin{equation*}
H_{l}(r, p)=\frac{1}{2 m}\left(p^{2}+\frac{l(l+1) \hbar^{2}}{r^{2}}\right)+V(r) . \tag{1.6}
\end{equation*}
$$

Furthermore, without expanding in partial waves, but using the asymptotic formula (1.4) repeatedly, Peak and Inomata ${ }^{8}$ expressed, after a step of formal replacements, the total propagator (1.1) in the form,

$$
\begin{align*}
& K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau\right) \\
& =\lim _{N \rightarrow \infty}(2 \pi \hbar)^{-3 N} \int \exp \left(\frac{i}{\hbar} \int^{\tau}\left(p, \dot{r}+p_{\theta} \dot{\theta}+p_{\phi} \dot{\phi}-H_{\mathrm{eff}}\right) d t\right) \\
& \quad \times \prod^{N-1}(d r d \theta d \phi) \prod^{N}\left(d p, d p_{\theta} d p_{\phi}\right) \tag{1.7}
\end{align*}
$$

with the effective Hamiltonian,

$$
\begin{align*}
H_{\mathrm{eff}}= & p_{r}^{2} /(2 m)+\left(p_{\theta}^{2}-\frac{1}{4} \hbar^{2}\right) /\left(2 m r^{2}\right) \\
& +\left(p_{\phi}^{2}-\frac{1}{4} \hbar^{2}\right) /\left(2 m r^{2} \sin ^{2} \theta\right)+V(r) . \tag{1.8}
\end{align*}
$$

The path integrals (1.3) and (1.5) have been proven useful for such simple systems as a harmonic oscillator, a charged particle in a uniform magnetic field, a rigid rotator, and a particle in an inverse square potential, ${ }^{8}$ the three body problem, ${ }^{9,10}$ and the Aharonov-Bohm effect. ${ }^{11}$ An expression similar to (1.7) had been used earlier by Gutzwiller ${ }^{12}$ for the hydrogen atom problem. Indeed, the Hamiltonian path integral (1.7) appears to be the correct form in polar coordinates. ${ }^{4}$ A careful examination, however, shows that the asymptotic expan-
sion formula (1.4), on which the derivation of (1.3), (1.5), and (1.7) is based, is not valid for the range of the argument pertinent to quantum mechanics. Accordingly, the expressions (1.3), (1.5), and (1.7) will be groundless. This odd situation does not occur in evaluating the statistical density matrix. The problem stems from the fact that the imaginary unit is involved in the exponent of the path integral (1.1). It is indeed the same fact that makes Feynman's formulation of quantum mechanics pathological. ${ }^{13}$ In Sec. 2 and 3, we attempt to justify the practical use of the asymptotic formula (1.4) in quantum mechanics and to save most of the results previously obtained via the formula (1.4).

There have been proposed a number of methods to provide a mathematically sound basis for the Feynman path integral. Naturally we expect that some of them would be helpful to resolve our problem as well. The recent proposal of DeWitt-Morette ${ }^{14}$ to reformulate the Feynman path integral by means of the notion of prodistribution seems most promising and must be applicable to our problem. However, since we follow the conventional time-division method of path integration, we borrow Nelson's idea ${ }^{15}$ to derive the Hamiltonian path integral in polar coordinates within the framework of Nelson's theorem, as extended by Faris. ${ }^{16}$ An unrigorous justification for the case of an inverse-squared potential is given in the Appendix. In Sec. 4, we discuss the difference between the Hamiltonian path integral so derived and the phase space path integral formally defined, emphasizing the importance of the role of symmetry involved.

## 2. THE HAMILTONIAN PATH INTEGRAL IN POLAR COORDINATES

Feynman's path integral (1.1) is customarily defined by the limiting process
$K\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \tau\right)$

$$
\begin{equation*}
=\lim _{N \rightarrow \infty} A_{N} \int \exp \left[\frac{i}{\hbar} \sum_{j=1}^{N} \epsilon L\left(\mathbf{r}_{j}, \frac{\Delta \mathbf{r}_{j}}{\epsilon}\right)\right] d \mathbf{r}_{i} d \mathbf{r}_{2} \cdots d \mathbf{r}_{N-1} \tag{2.1}
\end{equation*}
$$

where $A_{N}=(m / 2 \pi i \hbar \epsilon)^{(3 / 2) N}, \epsilon=t_{j}-t_{j-1}=\tau / N$, $\Delta \mathbf{r}_{j}=\mathbf{r}_{j}-\mathbf{r}_{j-1}, \mathbf{r}_{j}=\mathbf{r}\left(t_{j}\right), \mathbf{r}_{0}=\mathbf{r}(0)$ and $\mathbf{r}_{N}=\mathbf{r}(\tau)$. For a particle of mass $m$ in a central potential the Lagrangian in the $j$-th interval can be given in polar coordinates as

$$
\begin{equation*}
L\left(\mathbf{r}_{j}, \Delta \mathbf{r}_{j} / \epsilon\right)=\frac{1}{2} m\left(r_{j}^{2}+r_{j-1}^{2}\right) / \epsilon^{2}-\left(m r_{j} r_{j-1} / \epsilon^{2}\right) \cos \Theta_{j}-V\left(r_{j}\right) \tag{2.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\cos \Theta_{j}=\cos \theta_{j} \cos \theta_{j-1}+\sin \theta_{j} \sin \theta_{j-1} \cos \left(\phi_{j}-\phi_{j-1}\right) \tag{2.3}
\end{equation*}
$$

Substitution of (2.2) into (2.1) yields the path integral expressed on the polar coordinate basis,

$$
\begin{align*}
& K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau\right) \\
&= \lim _{N \rightarrow \infty} A_{N} \int \exp \left[\frac { i } { \hbar } \sum _ { j = 1 } ^ { N } \left(\frac{1}{2} \frac{m}{\epsilon}\left(r_{j}^{2}+r_{j-1}^{2}\right)-\frac{m}{\epsilon} r_{j} r_{j-1}\right.\right. \\
&\left.\left.\quad \times \cos \Theta_{j}-\epsilon V\left(r_{j}\right)\right)\right] \prod_{j=1}^{N-1}\left(r_{j}^{2} \sin \theta \rho d r d \theta d \phi_{j}\right) \tag{2.4}
\end{align*}
$$

Use of the partial wave expansion formula ${ }^{17}$

$$
\begin{equation*}
\exp (z \cos \delta)=(\pi / 2 z)^{1 / 2} \sum_{l=0}^{\infty}(2 l+1) P_{l}(\cos \delta) I_{l+1 / 2}(z) \tag{2.5}
\end{equation*}
$$

given in terms of the Legendre functions $P_{l}(\cos \delta)$ and the modified Bessel functions $I_{l+1 / 2}(z)$, enables us to express (2.4) in the form,

$$
\begin{align*}
& K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau\right) \\
& \quad=\sum_{l=0}^{\infty} \sum_{n=-l}^{l} K_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau\right) Y_{l}^{n^{*}}\left(\theta^{0}, \phi^{\prime}\right) Y_{l}^{n}\left(\theta^{\prime \prime}, \phi^{\prime \prime}\right) \tag{2.6}
\end{align*}
$$

with the radial propagator of the $l$ wave

$$
\begin{align*}
K_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau\right)= & \lim _{N \rightarrow \infty}(4 \pi \hbar)^{N} A_{N} \int \prod_{j=1}^{N}\left(\frac{i \hbar \pi \epsilon}{2 m r_{j} r_{j-1}}\right)^{1 / 2} \\
& \times \exp \left(\frac{i m}{2 \hbar \epsilon}\left(r_{j}^{2}+r_{j-1}^{2}\right)-\frac{i \epsilon}{\hbar} V\left(r_{j}\right)\right) \\
& \times I_{l+1 / 2}\left(\frac{m}{i \hbar \epsilon} r_{j} r_{j-1}\right) \prod_{j=1}^{N-1}\left(r_{j}^{2} d r_{j}\right) \tag{2.7}
\end{align*}
$$

On the other hand, employing another expansion formula, ${ }^{17}$

$$
\begin{equation*}
\exp (z \cos \delta)=\sum_{v=-\infty}^{\infty} \exp (i v \delta) I_{v}(z) \tag{2.8}
\end{equation*}
$$

we can also express the total propagator (2.4) in a different fashion,

$$
\begin{align*}
& K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau\right) \\
&= \lim _{N \rightarrow \infty}(4 \pi \hbar)^{N} A_{N} \int_{j=1}^{N} \exp \left(\frac{i m}{2 \hbar \epsilon}\left(r_{j}-r_{j-1}\right)^{2}-\frac{i \epsilon}{\hbar} V\left(r_{j}\right)\right) \\
& \times \sum_{\mu_{j}} \exp \left[\mu_{j}\left(\theta_{j}-\theta_{j-1}\right)\right] \\
& \times \exp \left(\frac{i m}{\hbar \epsilon} r_{j} r_{j-1}\right) I_{\mu}\left(\frac{m}{i \hbar \epsilon} r_{j} j_{j-1}\right) \\
& \times \sum_{v_{j}} \exp \left[v_{j}\left(\phi_{j}-\phi_{j-1}\right)\right] \exp \left(\frac{i m}{\hbar \epsilon} r_{j} f_{j-1} \sin \theta_{j} \sin \theta_{j-1}\right) \\
& \times I_{v_{j}}\left(\frac{m}{i \hbar \epsilon} r_{j} r_{j-1} \sin \theta_{j} \sin \theta_{j-1}\right)^{N-1}\left(\prod^{2} \sin \theta d r d \theta d \phi\right) \tag{2.9}
\end{align*}
$$

If use is made of the asymptotic formula (1.4), the results (2.7) and (2.9) can be brought to the forms (1.5) and (1.7), respectively. However, it must be pointed out that the asymptotic formula (1.4) is valid only if ${ }^{17}$

$$
\begin{equation*}
\operatorname{Re} z>0, \quad \text { or }|\arg z|<\pi / 2 \tag{2.10}
\end{equation*}
$$

The argument of the modified Bessel functions $I_{v}(z)$ involved in either (2.7) or (2.9) is purely imaginary, i.e., $\operatorname{Re} z=0$, or $\arg z=\pi / 2$. Evidently the use of the asymptotic formula (1.4) for the polar coordinate calculation of the quantum mechanical propagator is improper. The asymptotic formula of $I_{v}(z)$ for large $|z|$ in the range
$-3 \pi / 2<\arg z<\pi / 2$ is available in the form, ${ }^{17}$

$$
\begin{align*}
& I_{v}(z) \sim(2 \pi z)^{-1 / 2} \exp \left[z-\frac{1}{2}\left(v^{2}-\frac{1}{4}\right) z^{-1}\right]+(2 \pi z)^{-1 / 2} \\
& \times^{\prime} \exp \left[-z+\frac{1}{2}\left(v^{2}-\frac{1}{4}\right) z^{-1}+i \pi\left(v+\frac{1}{2}\right)\right] . \tag{2.11}
\end{align*}
$$

Under the restriction (2.10), the second term of (2.11) can be neglected, and the formula (2.11) is readily reduced to (1.4). Therefore, it appears to be a proper manner to use (2.11) in-
stead of (1.4) for the integrations of (2.7) and (2.9), where $\operatorname{Rez}=0$. Unfortunately the asymptotic formula (2.11) does not lead us to any quantum-mechanically significant propagator.

To resolve this problem, we wish to suggest the following procedure. First we introduce a complex mass $M$ in the place of the particle mass $m$ so that the argument of the modified Bessel function may acquire a positive real part; namely, we write

$$
\begin{equation*}
M=m(1+i \eta) \tag{2.12}
\end{equation*}
$$

where $m=\operatorname{Re} M>0$, and $m \eta=\operatorname{Im} M$ such that

$$
\begin{equation*}
\operatorname{Re} z=m \eta|z / M|>0 \tag{2.13}
\end{equation*}
$$

As a result, the second term of the asymptotic formula (2.11) drops off for large $|z|$, and the use of the formula (1.4) becomes proper. After completing the path integrations, we take the limit $\eta \rightarrow 0$ in order to recover the propagator for a real particle. Whether the exchange of the orders of the limiting processes $\eta \rightarrow 0$ and $N \rightarrow \infty$ is legitimate or not will be discussed in the next section. Here, conjecturing that it is so, we proceed to apply the proposed procedure to the path integrations in (2.7) and (2.9).

In calculating the path integral (2.7), we choose the imaginary part of the mass to be positive, i.e., $\eta>0$. Consequently, the argument of the modified Bessel function in (2.7) has a positive real part,

$$
\begin{equation*}
\operatorname{Re} z=m \eta r_{j} r_{j-1} /(\hbar \epsilon), \tag{2.14}
\end{equation*}
$$

which enables us to use the asymptotic formula (1.4). Until the form of the potential is specified, the path integrations cannot be explicitly carried out. However, with the help of the asymptotic formula (1.4), we can immediately rewrite (2.7) as

$$
\begin{align*}
& K_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau, \eta\right) \\
&=\left(r r^{\prime \prime}\right)^{-1} \lim _{N \rightarrow \infty}\left(\frac{M}{2 \pi i \hbar \epsilon}\right)^{N / 2} \int \exp \left[\frac { i } { \hbar } \int ^ { \tau } \left(\frac{1}{2} M \dot{r}^{2}\right.\right. \\
&\left.\left.-\frac{l(l+1) \hbar^{2}}{2 M r^{2}}-V(r)\right) d t\right]^{N-1}(d r), \tag{2.15}
\end{align*}
$$

where $\operatorname{Im} M=m \eta>0$. In the limit $\eta \rightarrow 0$, we would arrive at the $l$ wave propagator (1.5) in quantum mechanics,

$$
\begin{equation*}
K_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau\right)=\lim _{\eta \rightarrow 0} K_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau ; \eta\right) \tag{2.16}
\end{equation*}
$$

The path integral (2.9) involves two modified Bessel functions, but the arguments of both functions can be made simultaneously to carry positive real parts insofar as the imaginary part of the mass is taken to be positive. Thus, by choosing $\eta>0$, we can utilize the asymptotic formula (1.4) to expand both of the modified Bessel functions in (2.9). Using the following relation,

$$
\begin{align*}
& \exp \left(\frac{i M}{2 \hbar \epsilon}(\Delta r)^{2}\right) \\
& \quad=\left(\frac{i \hbar \epsilon}{2 \pi M}\right)^{1 / 2} \int_{-\infty}^{\infty} \exp \left[\frac{i}{\hbar}\left(p \Delta r-\frac{\epsilon}{2 M} p^{2}\right)\right] d p \tag{2.17}
\end{align*}
$$

in addition to the asymptotic formula (1.4) in (2.9) leads to

$$
\begin{align*}
& K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau ; \eta\right) \\
& =\left(r^{\prime 2} r^{\prime \prime 2} \sin \theta^{\prime} \sin \theta^{11}\right)^{-1 / 2} \lim _{N \rightarrow \infty}(2 \pi \hbar)^{-3 N} \\
& \quad \times \sum_{\mu_{1} \mu_{2}, \cdots \mu, v_{i} v_{2} v_{v}} \iint \prod_{j=1}^{N} \exp \left\{\frac { i } { h } \left(p, \Delta r_{j}+\mu_{j} \hbar \theta_{j}\right.\right. \\
& \left.\left.\quad+v_{j} \hbar \Delta \phi_{j}-H_{j} \epsilon\right)\right\} \prod^{N-1}(d r d \theta d \phi) \prod^{N}(d p), \tag{2.18}
\end{align*}
$$

where

$$
\Delta r_{j}=r_{j}-r_{j-1}, \Delta \theta_{j}=\theta_{j}-\theta_{j-1}, \Delta \phi_{j}=\phi_{j}-\phi_{j-1}
$$

and

$$
\begin{align*}
H_{j}= & p_{j}^{2} /(2 M)+\left(\mu_{j}^{2}-\frac{1}{4}\right) \hbar^{2} /\left(2 M r_{j} r_{j-1}\right) \\
& +\left(v_{j}^{2}-\frac{1}{4}\right) \hbar^{2} /\left(2 M r_{j} r_{j-1} \sin \theta_{j} \sin \theta_{j-1}\right)+V\left(r_{j}\right) \tag{2.19}
\end{align*}
$$

Again we expect that the above path integral (2.18) will yield in the limit $\eta_{1} \rightarrow 0$ the correct propagator for a real particle, $K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau\right)$

$$
\begin{equation*}
=\lim _{\eta \rightarrow 0} K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau ; \eta\right) \tag{2.20}
\end{equation*}
$$

## 3. CONVERGENCE TO THE PHYSICAL PROPAGATORS

In proposing a way out of the difficulty associated with the use of the asymptotic formula (1.4), we have inter-
changed the order of the limiting processes $\eta \rightarrow 0$ and $N \rightarrow \infty$ in path integrations. A question remains to be answered as to whether the limit could really converge to the physical propagator for a real mass. An answer to this question has been prepared by Nelson ${ }^{15}$ in establishing the connection between the Feynman and Wiener integrals by means of an analytic continuation in the mass parameter. We would merely like to exploit his result. Let us first summarize briefly Nelson's arguments in a way directly applicable to our problem.

Consider the Schrödinger equation,

$$
\begin{equation*}
-i \hbar \partial_{t} u(\mathbf{r}, t)=\left\{\left(\hbar^{2} / 2 m\right) \nabla^{2}-V(\mathbf{r})\right\} u(\mathbf{r}, t) . \tag{3.1}
\end{equation*}
$$

Here the potential $V(\mathbf{r})$ is a real function of the coordinate variable ralone, and $u(\mathbf{r}, t)$ is square-integrable for any time $t$, i.e., $u \in L^{2}\left(\mathbf{R}^{3}\right)$. Let $\psi(\mathbf{r})$ be $u(\mathbf{r}, 0)$. Define

$$
\begin{equation*}
X(t ; m)=\exp \left\{(i \hbar t / 2 m) \nabla^{2}\right\} \tag{3.2}
\end{equation*}
$$

on the domain $D\left(\nabla^{2}\right)$ of all $\psi$, where $\nabla^{2}$ is self-adjoint, and

$$
\begin{equation*}
Y(t ; V)=\exp (-i t V / \hbar) \tag{3.3}
\end{equation*}
$$

on the domain $D(V)$ of all $\psi$, where $V$ is the self-adjoint operator of multiplication by the function $V$.

If $V$ is a Kato potential, ${ }^{18}$ that is, if $V$ fulfills the following conditions:
(i) $D(V) \supset D\left(\nabla^{2}\right)$,
(ii) for all positive $a$, there always exists an $a$-dependent $b$ such that for all $\psi \in D\left(\nabla^{2}\right)$

$$
\|V \psi\| \leqslant a\left\|\nabla^{2} \psi\right\|+b\|\psi\|
$$

then the operator $\left(\hbar^{2} / 2 m\right) \nabla^{2}-V$ is self-adjoint and according to a theorem of Trotter ${ }^{19}$

$$
\begin{equation*}
U(t ; m, V) \psi=\lim _{N \rightarrow \infty}\{X(t / N ; m) Y(t / N ; V)\}^{N} \psi, \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
U(t ; m, V)=\exp \left[(i \hbar t / 2 m) \nabla^{2}-i t V / \hbar\right] . \tag{3.5}
\end{equation*}
$$

In particular, in the absence of $V$, the solution of (3.1) is given by

$$
\begin{equation*}
u(\mathbf{r}, t)=U(t ; m, 0) \psi(\mathbf{r})=X(t, m) \psi(\mathbf{r}) \tag{3.6}
\end{equation*}
$$

or, more explicitly,

$$
\begin{equation*}
u(\mathbf{r}, t)=(m / 2 \pi i \hbar t)^{3 / 2} \int \exp \left\{\frac{1}{2} i m\left[\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2} / \hbar\right] t\right\} \psi\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{3.7}
\end{equation*}
$$

Similarly, in the presence of a Kato potential which is sufficiently regular, (3.4) can be written as

$$
\begin{equation*}
U(t ; m, V) \psi\left(\mathbf{r}^{\prime \prime}\right)=\int K\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; t\right) \psi\left(r^{\prime}\right) d r^{\prime} \tag{3.8}
\end{equation*}
$$

where

$$
\begin{align*}
K\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; t\right)= & \lim _{N \cdot \infty}\left(\frac{m}{2 \pi i \hbar \epsilon}\right)^{3 N / 2} \\
& \times \int \exp \left(\frac{i}{\hbar} \sum_{j=1}^{N} \frac{1}{2} \frac{m}{\epsilon}\left[\Delta \mathbf{r}_{j}^{2}-\epsilon V\left(\mathbf{r}_{j}\right)\right]\right)_{j=1}^{N-1} a \mathbf{r}_{j}, \tag{3.9}
\end{align*}
$$

which coincides with the definition of the Feynman path integral.

If the mass parameter $m$ in (3.1) is a complex number, the results of Kato and Trotter are not applicable. However, Nelson devises a means to show that whenever $\operatorname{Im} m>0$ and $\psi$ is square-integrable, the limit (3.4) exists for a potential is real and continuous on the complement of a closed set $F$ in $\mathbf{R}^{3}$ of capacity 0 . In particular, if $m$ is purely imaginary with Im $m>0$, then $U(t ; m, V)$ (3.4) can be expressed in terms of the Wiener integral defined on the space $\Omega$ of all paths, where $V(\omega(t))$ is a continuous function of $t$ for $0 \leqslant t<\infty$ for almost every $\omega \in \boldsymbol{\Omega}$. In general, the solution is not defined by a path integral if $m$ is not purely imaginary. A path integral may be formed for a complex mass system, but it is not assured to be convergent. We are interested in knowing whether $U(t ; M, V) \psi$ with a complex mass $M=m(1+i \eta)$ has a limit for $\eta \rightarrow 0$.

Nelson proves for the above-mentioned almost-every-where-continuous potentials the following theorem: There is a set $Q$ of real numbers of Lebesque measure 0 such that for all $m \notin Q, \psi \in L^{2}$ and $t \geqslant 0$

$$
\begin{equation*}
U(t ; m, V) \psi(\mathbf{r})=\lim _{\eta \cdot 0} V(t ; M, V) \psi(\mathbf{r}) \tag{3.10}
\end{equation*}
$$

exists when $M$ approaches $m$ nontangentially from the upper half-plane; the operators $U(t ; m, V)$ so defined have the semigroup property,

$$
\begin{equation*}
U(t ; m, V) U(s ; m, V)=U(t+s ; m, V) \tag{3.11}
\end{equation*}
$$

for $0 \leqslant t, s<\infty$, and for all $\psi$ in $L^{2}, t \rightarrow U(t ; m, V)$ is continuous from $[0, \infty]$ to $L^{2}$.
As a consequence, we see that if $V$ is a Kato potential,

$$
\begin{equation*}
\lim _{\eta \rightarrow N \rightarrow \infty} \lim _{N \rightarrow \infty}[X(t / N ; M) Y(t / N ; V)]^{N} \psi(\mathbf{r}) \tag{3.12}
\end{equation*}
$$

has a limit for all $M$ with $\eta \geqslant 0$ and $m \neq 0$, which is expressed
in the form of the Feynman path integral (3.8). This certainly justifies our proposed procedure applied to (2.16) and (2.21) provided that the potential involved is of the Kato class. A recent work of Faris ${ }^{16}$ has indicated that the Kato condition on the potential can be relaxed. Faris has found that the expression (3.12) converges to the Feynman path integral (3.8) even if $V$ is a Rollnik potential defined by the condition

$$
\begin{equation*}
\iint \frac{V(r) V\left(r^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}} d \mathbf{r} d \mathbf{r}^{\prime}<\infty \tag{3.13}
\end{equation*}
$$

Correspondingly our propagators (2.16) and (2.21) may include the Rollnik potentials.

In fact, Nelson's theorem deals with a wider class of potentials. However, special care has to be given to each singular potential concerning the restriction on the mass of the strength of coupling, since the path integral does not always converge for all real $m$. As an example, Nelson has examined the inverse-square potential which does not belong to the Rollnik class, and suggested that the solution of the Schrödinger equation, involving a highly attractive singular potential, obtained by a Feynman integral, is physically relevant even though the operator may not be unitary. In the Appendix, we shall also discuss the inverse-square potential in a different manner and show that the proposed limiting procedure works for the singular potential.

## 4. IS THE HAMILTONIAN PATH INTEGRAL A PHASE SPACE PATH INTEGRAL?

At the end of Sec. 2, we have obtained what we have called the Hamiltonian path integral in polar coordinates (2.18) for the particle with a complex mass $M$. This result, as has been observed in Sec. 3, is valid for $\operatorname{Im} M>0$ and has a limit for $\operatorname{Im} M \rightarrow 0$ insofar as a restricted class of potentials is involved. We may safely suggest that the polar coordinate formulation of the Hamiltonian path integral is possible at least for the Rollnik potential and the inverse square potential although there is no guarantee that the path integrations can actually be carried out.

It is certainly interesting to ask if the Hamiltonian path integral that can be reached from (2.18) after the limiting procedure is equivalent to a phase space path integral obtainable from (1.2) by a formal substitution of polar variables.

The Hamiltonian path integral (2.18) with a real mass may be expressed as

$$
\begin{align*}
& K\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau\right) \\
&=\left(r^{\prime 2} r^{\prime \prime 2} \sin \theta^{\prime} \sin \theta^{\prime \prime}\right)^{-1 / 2} \lim _{\eta \rightarrow 0} \lim _{N \rightarrow \infty}(2 \pi \hbar)^{3 N} \\
& \times \sum_{\mu, \cdots \mu, v_{n} \cdots v_{1}} \iint \prod_{j=1}^{N} \delta\left(\mu-p_{\theta}(\hbar) \delta\left(v-p_{\phi} / \hbar\right)\right. \\
& \times \exp \left\{\frac{i}{\hbar}\left(p_{r} \Delta r+p_{\theta} \Delta \theta+p_{\phi} \Delta \phi-H_{\mathrm{cff}} \epsilon\right)\right\} \\
& \times \prod^{N}(d r d \theta d \phi) \prod^{N}\left(d p, d p_{\theta} d p_{\phi}\right) \tag{4.1}
\end{align*}
$$

with

$$
\begin{align*}
H_{\mathrm{eff}}= & p_{r}^{2} /(2 M)+\left(p_{\theta}^{2}-\frac{1}{4} \hbar^{2}\right) /\left(2 M r^{2}\right) \\
& +\left(p_{\phi}^{2}-\frac{1}{4} \hbar^{2}\right) /\left(2 M r^{2} \sin ^{2} \theta\right)+V(r) . \tag{4.2}
\end{align*}
$$

On the other hand, the path integral (1.2), when expressed formally in terms of polar coordinates and their conjugate momenta, takes on the form

$$
\begin{align*}
& P\left(r^{\prime \prime}, \theta^{\prime \prime}, \phi^{\prime \prime} ; r^{\prime}, \theta^{\prime}, \phi^{\prime} ; \tau\right) \\
&=\left(r^{\prime 2} r^{\prime \prime 2} \sin \theta^{\prime} \sin \theta^{\prime \prime}\right)^{-1 / 2} \lim _{\eta \rightarrow 0} \lim _{N \rightarrow \infty}(2 \pi \hbar)^{-3 N} \\
& \times \iint \prod_{j=1}^{N} \exp \left(\frac{i}{\hbar}\left(p, \Delta r+p_{\theta} \Delta \theta+p_{\phi} \Delta \phi-H \epsilon\right)\right) \\
& \times \prod^{N-1}(d r d \theta d \phi) \prod^{N}\left(d p, d p_{\theta} d p_{\phi}\right), \tag{4.3}
\end{align*}
$$

where $H$ is the classical Hamiltonian,

$$
\begin{equation*}
H=p_{r}^{2} /(2 M)+p_{\theta}^{2} /\left(2 M r^{2}\right)+p_{\phi}^{2} /\left(2 M r^{2} \sin ^{2} \theta\right)+V(r) . \tag{4.4}
\end{equation*}
$$

This phase space integral differs from (4.1) in the following two points. First, the Hamiltonian (4.4) differs from (4.2) by an additive term $\left(1+\csc ^{2} \theta\right) \hbar^{2} /\left(8 M r^{2}\right)$. Secondly, the values of the momenta conjugate to the angular variables are discrete in (4.1), whereas they are continuous in (4.3).

The midpoint prescription used by McLaughlin and Schulman ${ }^{5}$ and by Gervais and Jevicki ${ }^{6}$ in dealing with point canonical transformations in path integrals leads us to an additional potential term which can account for the difference of the Hamiltonians (4.2) and (4.4). The phase space path integral one can derive from (1.2) on the polar coordinate basis by following the same prescription is of the form of (4.3) with the effective Hamiltonian (4.2) instead of (4.4). The result appears to be identical ${ }^{20}$ with the formal expression (1.7) but differs from it since (1.7) actually means the expression (4.1). Formal integrations of (1.7) over the continuous angular momenta give us an effective Lagrangian,

$$
\begin{equation*}
L_{\mathrm{eff}}=L_{\mathrm{cl}}+\left(1+\csc ^{2} \theta\right) \hbar^{2} /\left(8 m r^{2}\right)-i \hbar\left(\dot{r} / r+\frac{1}{2} \dot{\theta} \cot \theta\right) \tag{4.5}
\end{equation*}
$$

which is not our starting Lagrangian. However if we take the contributions only from discrete values of the angular momenta, we can get back to the starting Lagrangian $L_{\mathrm{cl}}$.

The appearance of the quantized angular momenta in (4.1) is due to the rotational symmetry the system carries. The second gap must be filled by a proper account of constraints due to the symmetry. ${ }^{21}$ In order to obtain the path integral of the form (4.3) with (4.2) via the midpoint prescription, one has to assume that the angular intervals $\Delta \theta$ and $\Delta \phi$ range from $-\infty$ to $\infty$ although the normal ranges are $0 \leqslant \Delta \theta \leqslant \pi$ and $0 \leqslant \Delta \phi \leqslant 2 \pi$. In fact, because of the underly-
ing spherical symmetry, one can introduce new variables ranging from $-\infty$ to $\infty$ by $\hat{\theta}=\Delta \theta+2 \pi \mu$ and $\hat{\phi}=\Delta \phi+2 \pi v$ $(\mu, v=0, \pm 1, \pm 2, \cdots)$. However, the set of indices ( $\mu, v$ ) specifies a class of homotopically equivalent paths, and the total propagator is the sum of all propagators belonging to different homotopy classes, i.e., $K=\Sigma_{\mu, \nu} K(\mu, v)$. Now we can understand the Hamiltonian path integral (4.1) with (4.2) as a consequence of such constraints. The phase space integral that can be reached on the polar basis by the midpoint prescription describes only a partial progagator for a central potential problem.

In the following, we wish to illustrate, by taking the two-dimensional rotator as an example, how the quantized angular momentum comes about. Since the validity of the $\eta$ limit is obvious in this example, we simply use a real mass. The Lagrangian for the rotator is

$$
\begin{equation*}
L=\frac{1}{2} I \dot{\phi}^{2} . \tag{4.6}
\end{equation*}
$$

If $-\infty<\phi<\infty$ is assumed, one can get the propagator,

$$
\begin{equation*}
\left.K(\Delta \phi ; \tau)=(I / 2 \pi i \hbar \tau)^{1 / 2} \exp \left[i I(\Delta \phi)^{2} / 2 \hbar \tau\right)\right] \tag{4.7}
\end{equation*}
$$

from the one-dimensional free particle propagator,

$$
\left.K(\Delta x ; \tau)=\left(m r r^{\prime \prime} / 2 \pi i \hbar \tau\right)^{1 / 2} \exp \left[i m(\Delta x)^{2} / 2 \hbar \tau\right)\right]
$$

by setting $\Delta x=R \Delta \phi$ and $I=m R^{2}$. However the result is not quite correct for the rotator. We must notice that the polar variable $\phi$ ordinarily ranges from 0 to $2 \pi$ and that the space is doubly connected. Therefore, by retaining $\Delta \phi$ in the range $0 \leqslant \Delta \phi \leqslant 2 \pi$, we replace $\Delta \phi$ by $\hat{\phi}=\Delta \phi+2 \pi n$, and write (4.7) as

$$
\begin{equation*}
K(\hat{\phi} ; \tau)=(I / 2 \pi i \hbar \tau)^{1 / 2} \exp \left[i I \hat{\phi}^{2} /(\hbar \tau)\right] \tag{4.8}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.K_{n}(\Delta \phi ; \tau)=(I / 2 \pi i \hbar \tau)^{1 / 2} \exp \left[i I(\Delta \phi+2 \pi n)^{2} / 2 \hbar \tau\right)\right], \tag{4.9}
\end{equation*}
$$

For $n=0$, (4.9) reduces to the form of (4.7), describing the propagator for a rotation by an angle $\Delta \phi=|\Delta \phi| \leqslant 2 \pi$. For $n \neq 0$, (4.9) represents $n$ full rotations plus a rotation by the angle $\Delta \phi$. Namely, the integral number $n$ classifies all homotopically inequivalent rotations with a fixed $\Delta \phi$. Therefore, the total propagator must be given by

$$
\begin{align*}
K(\Delta \phi ; \tau)= & (I / 2 \pi i \hbar \tau)^{1 / 2} \sum_{n=-\infty}^{\infty} \\
& \left.\times \exp \left[i I(\Delta \phi+2 \pi n)^{2} / 2 \hbar \tau\right)\right] \tag{4.10}
\end{align*}
$$

which can easily be transformed with the aid of the property of the theta function ${ }^{17}$ to the standard form,

$$
\begin{equation*}
K(\Delta \phi ; \tau)=(2 \pi)^{-1} \sum_{v=-\infty}^{\infty} \exp \left(i \hbar v^{2} \tau / 2 I\right) \exp (i v \Delta \phi) \tag{4.11}
\end{equation*}
$$

We can also get the result (4.10) directly from the path integral for the Lagrangian (4.6) subjected to the periodic constraint, ${ }^{11} \delta\left(\hat{\phi}-\int \dot{\phi} d t\right)$.

Next we rewrite (4.10) as

$$
\begin{align*}
K(\Delta \phi ; \tau)= & (I / 2 \pi i \hbar \tau \omega)^{1 / 2} \int \sum_{n=-\infty}^{\infty} \\
& \left.\times \exp \left[i I \hat{\phi}^{2} / 2 \hbar \tau\right)\right] \delta(\Delta \phi-\hat{\phi}+2 \pi n) d \hat{\phi} \tag{4.12}
\end{align*}
$$

Furthermore, using the Poisson formula,

$$
\sum_{v=-\infty}^{\infty} \exp (i v \theta)=2 \pi \sum_{n=-\infty}^{\infty} \delta(\theta+2 \pi n)
$$

and the integral formula,

$$
\int_{-\infty}^{\infty} \exp \left[i\left(a p-b p^{2}\right)\right] d p=(\pi / i b)^{1 / 2} \exp \left(i a^{2} / 4 b\right)
$$

we put (4.12) in the form

$$
\begin{align*}
K(\Delta \phi ; \tau)= & \frac{1}{2 \pi \hbar} \iint \sum_{v=-\infty}^{\infty} \exp [i v(\Delta \phi-\hat{\phi})] \\
& \times \exp \left(\frac{i p}{\hbar} \hat{\phi}-\frac{i \tau \hbar}{2 I} p^{2}\right) d p d \hat{\phi} \tag{4.13}
\end{align*}
$$

Integrating over $\hat{\phi}$, we arrive at the expression

$$
\begin{equation*}
K(\Delta \phi ; \tau)=\sum_{v} \int \delta(v-\mathrm{p} / \hbar) \exp \left(\frac{i}{\hbar}(p \Delta \phi-H \tau)\right) d p \tag{4.14}
\end{equation*}
$$

with

$$
\begin{equation*}
H=\frac{1}{2 I} p^{2} \tag{4.15}
\end{equation*}
$$

This relation holds true for any short time propagator $K\left(\Delta \phi_{j} ; \epsilon\right)$. On the other hand, from the semigroup property of the propagator we have

$$
\begin{equation*}
K(\Delta \phi ; \tau)=\lim _{N \rightarrow \infty} \int \prod_{j}^{N} K\left(\Delta \phi_{j} ; \epsilon\right) \prod_{j}^{N-1}\left(d \phi_{j}\right) . \tag{4.16}
\end{equation*}
$$

Therefore, substitution of (4.14) for each short time propagator in (4.16) yields

$$
\begin{align*}
K(\Delta \phi ; \tau)= & \lim _{N \cdot \infty} \sum_{v_{v} \cdots v_{v}} \int \prod_{j}^{N} \delta(v-p / \hbar) \\
& \times \exp \left(\frac{i}{\hbar}(p \Delta \phi-H \epsilon)\right)^{N} \prod^{\prime}(d \phi) \prod^{N}(d p) \tag{4.17}
\end{align*}
$$

This is the Hamiltonian path integral which gives us the correct propagator (4.11), and is a special case of (4.1). The additive term - $\hbar^{2} /(8 I)$, which is missing in (4.15), is a constant in this case and gives rise only to a constant phase difference which may be eliminated in the normalization process.

## APPENDIX

Here we wish to present an unrigorous argument concerning the validity of the proposed limiting procedure for a inverse-square potential.

For the harmonic oscillator which belongs to the Rollnik class, the path integral (2.7) has been calculated directly without resort to the asymptotic formula (1.4), the result being ${ }^{8}$

$$
\begin{align*}
K_{l}\left(r^{\prime \prime}, r^{\prime} ; \tau\right)= & \left(r r^{\prime \prime}\right)^{-1 / 2}(m \omega / i \hbar) \csc (\omega \tau) \\
& \times \exp \left\{(i m \omega / 2 \hbar)\left(r^{\prime 2}+r^{\prime \prime 2}\right) \cot (\omega \tau)\right\} \\
& \times I_{l+1 / 2}\left[(m \omega / i \hbar) r^{\prime \prime} \csc (\omega \tau)\right] \tag{Al}
\end{align*}
$$

for $\mathrm{Re} m>0$. Thus the validity of the limiting process (2.16) is obvious in this particular potential. By comparing (2.15) and (A1), we find the following formula, ${ }^{22}$

$$
\begin{align*}
\lim _{N \rightarrow \infty}( & \left.\frac{m}{2 \pi i \hbar \epsilon}\right)^{N / 2} \int \exp \left[\frac { i } { \hbar } \int ^ { \tau } \left(\frac{1}{2} m \dot{r}^{2}\right.\right. \\
& \left.\left.-\frac{\left(\lambda^{2}-\frac{1}{4}\right) \hbar^{2}}{2 m r^{2}}-\frac{1}{2} m \omega^{2} r^{2}\right) d t\right]^{N} \Pi^{1}(d r) \\
= & \left(r^{\prime \prime}\right)^{1 / 2}(m / i \hbar \tau) \csc (\omega \tau) \exp \left[(i m \omega / 2 \hbar)\left(r^{\prime 2}+r^{\prime \prime 2}\right)\right. \\
& \times \cot (\omega \tau)] I_{\lambda}\left[(m \omega / i \hbar) r r^{\prime \prime} \csc (\omega \tau)\right] \tag{A2}
\end{align*}
$$

valid for $\operatorname{Re} \lambda>-1, \operatorname{Re} m>0$, and $\operatorname{Im} m \geqslant 0$. Now we set $\omega=0$ and

$$
\begin{equation*}
\lambda(l)=\left[\left(l+\frac{1}{2}\right)^{2}+2 m k / \hbar^{2}\right]^{1 / 2} \tag{A3}
\end{equation*}
$$

to obtain

$$
\begin{align*}
& \int \exp {\left[\frac{i}{\hbar} \int\left(\frac{1}{2} m \dot{r}^{2}-\frac{l(l+1)}{2 m r^{2}}-\frac{k}{r^{2}}\right) d t\right] \operatorname{r} } \\
&=\left(r r^{\prime \prime}\right){ }^{1 / 2}(m / i \hbar \tau) \exp \left[i m\left(r^{\prime 2}+r^{\prime \prime 2}\right) /(2 \hbar \tau)\right] \\
& \times I_{\lambda(l)}\left[(m / i \hbar \tau) r^{\prime \prime}\right], \tag{A4}
\end{align*}
$$

which is valid for $\operatorname{Re} \lambda>-1$. Although the physical range is $\lambda^{2}>0$, i.e., $\left.k \geqslant-\frac{1}{2} 0 l+\frac{1}{2}\right)^{2} \hbar^{2} / m$, the identity (A4) is valid for any $l \geqslant 0$ and any $k$ real. This is consistent with Nelson's result. ${ }^{1 s}$

[^15]
# Tensor harmonics in the helicity basis 

D. A. Akyeampong<br>Department of Mathematics, University of Ghana, Legon, Ghana (Received 5 April 1978)<br>Instead of the spherical basis vectors used to study tensor harmonics, we propose the use of the helicity basis. The rank- $j$ tensor harmonics in this basis are explicitly worked out and their properties exhibited

## INTRODUCTION

The basis vectors frequently used in the study of tensor harmonics are the spherical ones $\mathrm{e}_{\mu}(\mu= \pm 1,0)$ which are related to the unit vectors $\mathbf{e}_{x}, \mathbf{e}_{y}$, and $\mathbf{e}_{z}$ of the three-dimensional Euclidean space $E$ (3) by the equations

$$
\begin{equation*}
\mathbf{e}_{ \pm}=\mp \frac{1}{\sqrt{2}}\left(\mathbf{e}_{x} \pm i \mathbf{e}_{y}\right), \quad \mathbf{e}, \mathbf{e}_{0}=\mathbf{e}_{z} \tag{1.1a}
\end{equation*}
$$

The vectors $\mathbf{e}_{\mu}$ satisfy the identity

$$
\begin{equation*}
\mathbf{e}_{\mu}^{*}=(-1)^{\mu} \mathbf{e}_{-\mu}, \tag{1.1b}
\end{equation*}
$$

and the orthonormality condition

$$
\begin{equation*}
\mathbf{e}_{\mu}^{*} \cdot \mathbf{e}_{v}=\delta_{\mu v} \tag{1.1c}
\end{equation*}
$$

the star denoting complex conjugation.
Using these basis vectors and the scalar spherical harmonics $Y_{m}^{1}(\theta, \phi)$, one then obtains the vector spherical harmonics $\mathbf{Y}_{J M M}(\theta, \theta)(\mathrm{J}=l \pm 1,1)$ by coupling $Y_{m}^{1}$ and $\mathbf{e}_{\mu}$ with the $O(3)$ Clebsch-Gordon coefficients ${ }^{1}$,

$$
\begin{equation*}
\mathbf{Y}_{J l M}(\theta, \phi)=\sum_{\mu} C(l 1 J ; M-\mu, \mu) Y_{M-\mu}^{l} \mathbf{e}_{\mu} . \tag{1.2}
\end{equation*}
$$

The vector spherical harmonic so constructed transforms according to the irreducible representation $D^{J}$ of the $\mathrm{O}(3)$ group. Higher rank tensor spherical harmonics are also built up in the same way, namely by the coupling of the lower ones with the irreducible basis vectors in the product space through Clebsch-Gordan coefficients so as to transform according to a given representation of the $\mathrm{O}(3)$ group. Tensor multipoles needed, for example, for the study of electromagnetic and gravitational radiations, are then obtained by operating the unit vector $r / r$, the gradient vector $\nabla$, and the angular momentum vector $L$ on the appropriate spherical harmonics. This is often a tedious procedure especially if higher rank harmonics are involved and it is our belief that it can be circumvented if a suitable choice of basis vectors is used.

For this and other reasons, therefore, we wish to study in this paper tensor harmonics using the helicity basis of Jacob and Wick. ${ }^{2}$ Its chief merit, as we shall see, is that the tensor harmonics and tensor multipoles are treated on an equal footing, thereby eliminating those tedious algebraic manipulations referred to earlier.

In Sec. 2 we introduce the helicity basis states of Jacob and Wick and prove the important result that under a rotation the basis state is invariant up to a phase factor. The vector harmonic in this basis is discussed in Sec. 3 while
tensor harmonics of rank $j(j \geqslant 2)$ are studied in Sec. 4. The general result is particularly simple; the tensor harmonics in the helicity basis are the product of an $O(3) D$-matrix and the basis vectors in the product space. Relations between these and the spherical harmonics are also given.

## 2. THE HELICITY BASIS

The operator $\Lambda$, defined by

$$
\Lambda=\mathbf{S} \cdot \mathbf{n}
$$

where $\mathbf{S}$ is the intrinsic angular momentum vector, and $\mathbf{n}=\mathbf{p} /|\mathbf{p}|$ is the unit vector in the direction of the linear momentum $\mathbf{p}$, is called the helicity operator. Its eigenvalues, which shall be denoted by $\lambda$, are either integers or half odd integers: In this study we shall only be interested in integer values of $\lambda$. In the helicity basis, therefore, the orientation of the spin $S$ refers to a coordinate system whose $z$ axis is in the direction of the momentum vector $p$. Let $G_{z}$ be the group consisting of all rotations $H_{\mathrm{k}}$ which leave invariant the unit vector $k$ along the $z$ axis.

$$
\begin{equation*}
H_{\mathbf{k}} \mathbf{k}=\mathbf{k} . \tag{2.1}
\end{equation*}
$$

If we define a rotation $L_{p}$ which takes the unit vector $\mathbf{k}$ into the direction of $\mathbf{p}$

$$
\begin{equation*}
L_{\mathrm{p}} \mathbf{k}=\mathbf{p}, \tag{2.2}
\end{equation*}
$$

then, in terms of the Euler angles $\theta, \phi$ and $\psi$

$$
\begin{equation*}
L_{\mathrm{p}}=\exp \left(-i \phi J_{z}\right) \exp \left(-i \theta J_{y}\right) \exp \left(-i \psi J_{z}\right) \tag{2.3}
\end{equation*}
$$

where $J_{y}$ and $J_{z}$ are the angular momentum operators. Consider now a general rotation $R$ which takes $\mathbf{P}$ into $\mathbf{p}^{\prime}$, so that

$$
\begin{equation*}
\mathbf{p}^{\prime}=R \mathbf{p} \tag{2.4}
\end{equation*}
$$

and $p^{2}=p^{\prime 2}$. It then follows from Eqs. 2.2 and 2.4. that

$$
L_{p^{n}}^{-1} R L_{\mathbf{p}} \mathbf{k}=\mathbf{k},
$$

so that $\mathbf{L}_{\mathfrak{p}^{\prime \prime}}^{-1} R L_{\mathbf{p}} \in G_{z}$, the group of rotations around the $z$-axis and for some $h \in G_{z}$, we have

$$
\begin{equation*}
h=L_{R \mathrm{p}}^{-1} R L_{\mathrm{p}} \tag{2.5}
\end{equation*}
$$

a rotation representing a special direction along the $z$-axis.
Denoting the helicity states by $\chi_{J \lambda}(\mathbf{p})$, the relation between $\chi_{J \lambda}$ and $\phi_{J M}(\mathbf{p})$, the angular momentum states with momentum $\mathbf{p}$, spin $\mathbf{J}$, and $J_{z}=M$, is given by

$$
\begin{equation*}
\chi_{J \lambda}(\mathbf{p})=\sum_{M M^{\prime}} D_{\lambda M^{\prime}}^{J}\left(L_{\mathbf{p}}^{-1}\right) \phi_{J M^{\prime}}(\mathbf{p}), \tag{2.6}
\end{equation*}
$$

where $D_{\lambda M}^{J}\left(L_{\mathbf{p}}{ }^{-1}\right)=D_{M \lambda}^{J^{*}}\left(L_{\mathbf{p}}\right)$
In the rotated frame, we have

$$
\begin{align*}
\dot{\chi_{J \lambda}}\left(\mathbf{p}^{\prime}\right) & =\sum_{M^{\prime}} D_{\lambda M}^{J}\left(L_{\mathbf{p}}^{-1}\right) \phi_{J M^{\prime}}^{\prime}\left(\mathbf{p}^{\prime}\right) \\
& =\sum_{M^{\prime} M^{\prime \prime}} D_{\lambda M^{\prime}}^{J}\left(L_{R_{\mathbf{p}}}^{-1}\right) D_{M^{\prime} M^{\prime}}^{J}(R) \phi_{J M^{\prime}}(\mathbf{p}) \\
& =\sum_{\lambda^{\prime}} D_{\lambda \lambda}^{J}(h) \chi_{J \lambda}(\mathbf{p}), \tag{2.7}
\end{align*}
$$

on using Eqs. (2.4) and (2.5). Since $h$ is diagonal, the result

$$
\begin{equation*}
\chi_{J \lambda}^{\prime}\left(\mathbf{p}^{\prime}\right)=[\exp i \alpha(\lambda)] \chi_{j \lambda}(\mathbf{p})_{,} \tag{2.8}
\end{equation*}
$$

$\alpha$ real, then follows. Thus under rotation $\chi_{J \lambda}$ is invariant up to a phase factor. It is this property which makes the helicity basis, in our view, a natural one to use.

The rotation of the coordinate system in such a way that the $z$ axis is in the direction of $\mathbf{p}$ will require three Euler angles, the two polar angles $\theta, \phi$ and the angle $\psi$ which is arbitrary, since we are working on the unit sphere $S^{2}$. In the following, therefore, $\psi$ will be chosen to be zero.

## 3. THE VECTOR HARMONICS

The vector harmonics in the helicity basis are easily obtained from Eq. (2.6) by observing that the spherical basis vectors $\mathbf{e}_{k}$ are related to the helicity basis vectors $\boldsymbol{\epsilon}_{\lambda}$ by the equation

$$
\begin{equation*}
\mathbf{e}_{\mu}=\sum_{\lambda} D_{\mu \lambda}^{1 *}(\phi, \theta, 0) \mathbf{\epsilon}_{\lambda}, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
& D_{M N}^{J}(\phi, \theta, \psi) \\
& =\langle J M| \exp \left(-i \phi J_{z}\right) \exp \left(-i \theta j_{y}\right) \exp \left(-i \psi J_{z}\right)|J N\rangle \tag{3.2}
\end{align*}
$$

From the orthonormality properties of the rotation matrices and of $\mathbf{e}_{\mu}$, we get

$$
\begin{equation*}
\dot{\epsilon}_{\lambda}^{*}=(-1)^{\lambda} \boldsymbol{\epsilon} \quad \text { and } \quad \boldsymbol{\epsilon}_{\lambda}^{*} \cdot \epsilon_{\lambda^{\prime}}=\delta_{\lambda \lambda^{\prime}} \tag{3.3}
\end{equation*}
$$

Starting from the definition of a vector spherical harmonic, Eq. (1.2), we obtain the relation

$$
\begin{equation*}
\mathbf{Y}_{J I M}(\theta, \phi)=\sum_{\lambda}(-1)^{1+\lambda} C(J 1 l ;-\lambda \lambda) \mathbf{H}_{M \lambda}^{J}(\phi, \theta) \tag{3.4a}
\end{equation*}
$$

or

$$
\begin{equation*}
(-1)^{1+\lambda} \mathbf{H}_{M \lambda}^{\prime}(\phi, \theta)=\sum_{i} C(J 1 l ;-\lambda \lambda) \mathbf{Y}_{J M}(\theta, \phi), \tag{3.4b}
\end{equation*}
$$

where
$\mathbf{H}_{M \lambda}^{J}(\phi, \theta)=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} D_{M \lambda}^{\prime *}(\phi, \theta, 0) \epsilon_{\lambda}$
shall be referred to as the vector harmonic in the helicity basis, the scalar one being, of course, the usual

$$
\begin{equation*}
Y_{M}^{J}(\theta, \phi)=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} D_{M 0}^{J *}(\phi, \theta, 0) \tag{3.6}
\end{equation*}
$$

$\mathbf{H}_{M \lambda}^{J}$ is the eigenstate of $J^{2}$ and $J_{3}$ but not of $L^{2}$, a small price
to pay considering other advantages. It satisfies the reality condition

$$
\begin{equation*}
\mathbf{H}_{M \lambda}^{J_{\lambda}^{*}}=(-1)^{M} \mathbf{H}_{-M-\lambda}^{J} \tag{3.7}
\end{equation*}
$$

and under the parity operation $P$ we have

$$
\begin{equation*}
P: \mathbf{H}_{M \lambda}^{J}=(-1)^{J+1} H_{M-\lambda}^{J} . \tag{3.8}
\end{equation*}
$$

The harmonics are also orthogonal in the vector space $E$ (3)

$$
\begin{equation*}
\int d \Omega \mathbf{H}_{M^{\prime} \lambda^{\prime}}^{J^{*}} \cdot \mathbf{H}_{M^{\prime} \lambda^{\prime}}^{J^{\prime}}=\delta_{J} \delta_{M M^{\prime}} \delta_{\lambda \lambda^{\prime}} \tag{3.9}
\end{equation*}
$$

with $d \Omega=\sin \theta d \theta d \phi, \quad 0 \leqslant \theta \leqslant \pi$, and $0 \leqslant \phi \leqslant 2 \pi$. Hence any vector field $\mathbf{A}(\mathbf{r}, t)$ can be expanded in terms of the vector harmonics as

$$
\begin{equation*}
\mathbf{A}(\mathbf{r}, t)=\sum_{J M \lambda} A_{M \lambda}^{J}(r, t) \mathbf{H}_{M \lambda}^{J}(\phi, \theta), \tag{3.10}
\end{equation*}
$$

where $A_{M \lambda^{\prime}}^{J}$, the scalar functions of $r(=\mid \mathbf{r})$ and $t$ only, are given by

$$
\begin{equation*}
A_{M \lambda}^{J}(r, t)=\int d \Omega \mathbf{H}_{M \lambda}^{J}(\phi, \theta) \cdot \mathbf{A}(\mathbf{r}, t) \tag{3.11}
\end{equation*}
$$

This shows that vector equations with rotational symmetry such as Maxwell's equations can be solved in terms of these harmonics.

We mention in passing that the scalar function $\epsilon_{\lambda}^{*} \cdot \mathbf{H}_{M \lambda}^{J}$ is the same as a function introduced some time ago by Newman and Penrose' and called the spin- $\lambda$ spherical harmonic.

One obvious advantage of the use of the helicity basis is the ease with which the vector multipoles are obtained. In this formalism they are straightforwardly given as

$$
\begin{align*}
& \mathbf{H}_{M 1}^{J}=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} D_{M 1}^{J^{*}} \epsilon_{1} \\
& \mathbf{H}_{M O}^{J}=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} D_{M 0}^{J_{0}^{*}} \epsilon_{0} \tag{3.12}
\end{align*}
$$

and

$$
\mathbf{H}_{M=1}^{j}=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} D_{M-1}^{J} \boldsymbol{\epsilon},
$$

to be compared with the usual method of deriving them via the application of the operators $\hat{\mathbf{r}}, r \nabla$, and L on the scalar harmonics. ${ }^{4}$

By an ad hoc procedure of introducing a new definition for the vector multipoles, Daumens and Minnaert' obtain results equivalent to ours. Our notations $\mathbf{H}_{ \pm 1}, \mathbf{H}_{0}$ are related to the transverse electric $\mathbf{X}_{-1}$, transverse magnetic $\mathbf{X}_{+i}$, and the longitudinal electric $\mathbf{X}_{0}$ of these authors by the equations

$$
\begin{align*}
& \mathbf{H}_{M O}^{J}=\mathbf{X}_{0 M}^{J} \\
& \mathbf{H}_{M \pm 1}^{J}= \pm \frac{1}{\sqrt{2}}\left(\mathbf{X}_{+1 M}^{J} \pm \mathbf{X}_{1 M}^{J}\right) \tag{3.13}
\end{align*}
$$

It should be stated that although we obtain similar results the two approaches are very different.

## 4. TENSOR HARMONICS.

Because of their applications to problems involving gravitational radiation, rank-two tensor spherical harmon-
ics have also been studied by Regge and Wheeler, ${ }^{6}$ Zerilli ${ }^{7}$ and more recently by Daumens and Minnaert. These were constructed by coupling the tensors of the spherical basis and the spherical harmonics through Clebsch-Gordan coefficients. We evaluate in this section the second-rank tensor harmonics in the helicity basis. Using Eq. (3.5), it is a simple matter to see that the rank-two harmonics in this basis are

$$
\begin{equation*}
\mathbf{H}_{M \lambda}^{J S}=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} D_{M \lambda}^{J^{*}}(\phi, \theta, 0) \mathbf{t}_{\lambda}^{S} \tag{4.1}
\end{equation*}
$$

where $\mathbf{t}_{\lambda}^{S}(S=0,1,2 ; \lambda= \pm 2, \pm 1,0)$, the nine basis vectors in the product space $E(3) \otimes E(3)$, are

$$
\begin{equation*}
\mathbf{t}_{\lambda}^{S}=\sum_{\lambda^{\prime}} C\left(11 S ; \lambda-\lambda^{\prime}, \lambda^{\prime}\right) \boldsymbol{\epsilon}_{\lambda^{\prime}} \otimes \mathbf{\epsilon}_{\lambda-\lambda^{\prime}}, \tag{4.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\left(\mathbf{t}_{\lambda}^{S}\right)^{*}=(-1)^{S+\lambda} \mathbf{t}_{-\lambda}^{S} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathbf{t}_{\lambda}^{S}\right)^{*} \cdot \mathbf{t}_{\lambda}^{S^{\prime}}=\delta_{S S} \delta_{\lambda \lambda} \tag{4.4}
\end{equation*}
$$

The harmonic (4.1) is related to the rank-two tensor spherical harmonics $\mathbf{Y}_{J M}^{I S}(\theta, \phi)$ by

$$
\begin{equation*}
\mathbf{Y}_{J M}^{\prime S}(\theta, \phi)=\sum_{\lambda}(-1)^{\lambda} C(J S l ;-\lambda \lambda) \mathbf{H}_{M \lambda}^{J S}(\phi, \theta) \tag{4.5}
\end{equation*}
$$

or

$$
\begin{equation*}
(-1)^{\lambda} \mathbf{H}_{M \lambda}^{J S}(\phi, \theta)=\sum_{i} C(J S l ;-\lambda \lambda) \mathbf{Y}_{J M}^{I S}(\theta, \phi) \tag{4.6}
\end{equation*}
$$

The $H$-functions satisfy the condition

$$
\begin{equation*}
\mathbf{H}_{M \lambda}^{J S}{ }^{*}=(-1)^{M+S} \mathbf{H}_{M-\lambda}^{J S}, \tag{4.7}
\end{equation*}
$$

transform under the parity operation $P$ as

$$
\begin{equation*}
P: \mathbf{H}_{M \lambda}^{J S}=(-1)^{J+S^{\prime}} \mathbf{H}_{\boldsymbol{M}-\lambda}^{J S} \tag{4.8}
\end{equation*}
$$

The tensors are orthogonal in the product space $E(3) \otimes E(3)$,
$\mathbf{H}_{M \lambda}^{J S^{*}} \cdot \mathbf{H}_{M^{\prime} \lambda^{\prime}}^{\prime S^{\prime}}$

$$
\begin{equation*}
=\frac{1}{4 \pi}\left[(2 J+1)\left(2 J^{\prime}+1\right)\right]^{1 / 2} D_{M \lambda}^{J} D_{M^{\prime} \lambda}^{J^{\prime}} \delta_{S S} \delta_{\lambda \lambda} \tag{4.9}
\end{equation*}
$$

and are also orthonormal,

$$
\begin{equation*}
\int \mathrm{d} \Omega \mathbf{H}_{M \lambda}^{J S^{*}} \cdot \mathbf{H}_{M^{\prime} \lambda^{\prime}}^{J^{\prime}}=\delta_{J J} \cdot \delta_{M M} \cdot \delta_{S S} \cdot \delta_{\lambda \lambda^{\prime}} \tag{4.10}
\end{equation*}
$$

Therefore in this basis, a tensor field $\overleftrightarrow{\mathbf{A}}(\mathbf{r}, t)$ (using the dyadic notation) can be expanded in terms of $\mathbf{H}_{M \lambda}^{J S}(\phi, \theta)$ as

$$
\begin{equation*}
\overleftrightarrow{\mathbf{A}}(\mathbf{r}, t)=\sum_{J M S \lambda} A_{M \lambda}^{J S}(r, t) \mathbf{H}_{M \lambda}^{J S}(\phi, \theta) \tag{4.11}
\end{equation*}
$$

which gives, in general, nine quantities of helicities $\lambda= \pm 2, \pm 1,0 ; S=0,1,2$. Using Eq. (4.10), the expansion coefficients $A_{M \lambda}^{J S}(r, t)$ are obtained as

$$
\begin{equation*}
A_{M \lambda}^{J S}=\int d \Omega \mathbf{H}_{M \lambda}^{J S^{*}} \cdot \overleftrightarrow{\mathbf{A}} \tag{4.12}
\end{equation*}
$$

The above analysis can thus clearly be used to study, for example, the weak-field radiative solutions of the Einstein equations.

The nine tensor multipoles are given in this basis to be simply

$$
\begin{array}{ll}
\mathbf{H}_{M \pm 2}^{J 2}, & \mathbf{H}_{M \pm 1}^{J 2}, \quad \mathbf{H}_{M 0}^{J 2} \\
\mathbf{H}_{M \pm 1}^{J 1}, & \mathbf{H}_{M 0}^{J 1}, \quad \text { and } \quad \mathbf{H}_{M 0}^{J 0}
\end{array}
$$

to be compared with the rather tedious way of obtaining them in the spherical basis. ${ }^{7}$ Again, our results are related to those in Ref. 5 by means of the identifications ${ }^{8}$

$$
\begin{align*}
& (-1)^{S} \mathbf{X}_{0 M}^{S J}=\mathbf{H}_{M 0}^{J S} \\
& (-1)^{\lambda} \mathbf{X}_{ \pm \lambda M}^{S J}=\frac{1}{\sqrt{2}}\left(\mathbf{H}_{M \mp \lambda}^{J S}+(-1)^{\lambda} \mathbf{H}_{M \pm \lambda}^{J S}\right) \tag{4.13}
\end{align*}
$$

Construction of rank $j$ tensors $(j>2)$ is now easy. The problem clearly reduces to constructing a set of basis vectors in the product space $E(3) \otimes E(3) \otimes \cdots \otimes E(3)$ (jtimes), since the rotation matrix remains formally unchanged. By a simple inductive argument we can show that the rank-j tensor harmonic in the helicity basis is given by the expression

$$
\begin{equation*}
\mathbf{H}_{M \lambda}^{J S_{1} S_{S} \cdots S_{j}} \quad(\phi, \theta)=\left(\frac{2 J+1}{4 \pi}\right)^{1 / 2} D_{M \lambda}^{J *} \mathbf{t}_{\lambda}^{S_{1} S_{2} \cdots S_{j}} \quad, \tag{4.14}
\end{equation*}
$$

where the basis vectors are

$$
\begin{aligned}
\mathbf{t}_{\lambda}^{\mathbf{S}_{1} S_{2} \cdots \boldsymbol{s}_{1}} & \\
= & \sum_{\lambda_{1} \lambda_{2} \cdots \lambda_{j}} C\left(11 S_{1} ; \lambda_{1}, \lambda_{2}-\lambda_{1}\right) C\left(S_{1} 1 S_{2} ; \lambda_{2}, \lambda_{3}-\lambda_{2}\right) \times \cdots \\
& \times C\left(S_{j-2} 1 S_{j-1} ; \lambda_{j-1}, \lambda_{j}-\lambda_{j-1}\right) \\
& \times C\left(S_{j-1} 1 S_{j ;} \lambda_{j}, \lambda-\lambda_{j}\right) \\
& \times \boldsymbol{\epsilon}_{\lambda_{1}} \otimes \boldsymbol{\epsilon}_{\lambda_{2}-\lambda_{1}} \otimes \boldsymbol{\epsilon}_{\lambda_{2}-\lambda_{2}} \otimes \cdots \otimes \boldsymbol{\epsilon}_{\lambda_{i}-\lambda_{i},} \otimes \boldsymbol{\epsilon}_{\lambda-\lambda} \\
= & \sum_{\lambda_{1} \lambda_{i} \cdots \lambda_{i}} \prod_{i=0}^{j} C\left(\boldsymbol{S}_{i-1} 1 S_{i} ; \lambda_{i} ; \lambda_{i+1}-\lambda_{i}\right) \boldsymbol{\epsilon}_{\lambda_{i+1}-\lambda_{i}}
\end{aligned}
$$

with $S_{-1}=0, S_{0}=1, \lambda_{0}=0, \lambda_{j+1}=\lambda$.

The orthogonality properties of the above harmonic then follow from those of the rotation matrix and of the helicity basis vectors $\epsilon_{\lambda}$, as shown earlier.

Although a rank $j$ tensor has $3^{j}$ components, it often happens that in certain physical situations, such as in general relativity, only the fully symmetric and traceless ones may be needed. For such particular cases, only the maximal coupling ( $S_{j-1}=j$ ) are needed and the completely symmetric basis vectors are given by
$\mathbf{t}_{\lambda}^{j}=\left[\frac{2^{j}(j+\lambda)!(j-\lambda)!}{(2 j)!}\right]^{1 / 2}$

$$
\begin{equation*}
\times \sum_{\lambda_{i} i=1} \prod_{1}^{j}\left[\left(1+\lambda_{i}\right)!\left(1-\lambda_{i}\right)!\right]^{1 / 2} \epsilon_{\lambda_{i}} \tag{4.16}
\end{equation*}
$$

with $\lambda=\sum_{i=1}^{j} \lambda_{i}$.

## 5. CONCLUSIONS

We suggest in this paper the use of the helicity basis vectors for the study of the tensor harmonics and have derived the rank- $j$ tensor harmonics in this basis. The tensor multipoles are then shown to be special cases of these harmonics. Equations possessing rotational invariance can be solved using this basis. The applications of these results to the Maxwell's equations and the weak-field approximations to the Einstein's equations are presently being studied.
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#### Abstract

In this paper we consider the problems of object restoration and image extrapolation, according to the regularization theory of improperly posed problems. In order to take into account the stochastic nature of the noise and to introduce the main concepts of information theory, great attention is devoted to the probabilistic methods of regularization. The kind of the restored continuity is investigated in detail; in particular we prove that, while the image extrapolation presents a Hölder type stability, the object restoration has only a logarithmic continuity.


## 1. INTRODUCTION

In Fourier optics a vast amount of literature has been devoted to the problem of object restoration. The interested reader is referred to the review papers by Frieden ${ }^{1}$ and Goodman. ${ }^{2}$

One of the points, which has been largely debated, concerns restoration beyond the diffraction limit in the presence of noise. As already stated ${ }^{2,3}$ a significant improvement in resolution can be accomplished if the object is very poorly resolved by the optical system at the start; on the other hand, if the object is extremely complex at the start, improvement of resolution requires signal-to-noise ratios that are unrealistically high. One might argue that these limitations are due to the fact that the number of degrees of freedom of an image is finite. ${ }^{3}$ In other words the image is "ambiguous" in the sense that many different objects can have one and the same image (within a given accuracy) and therefore the observer must necessarily make use of some a priori knowledge. ${ }^{3}$

This remark is in accordance with the fact that the object restoration belongs to a large class of linear inverse problems (relevant in many fields like identification of targets, probing of media, geophysical exploration, and in any other field of remote sensing) which are ill posed in the sense of Hadamard, since the solutions do not depend continuously on the data. Therefore, as it has been emphasized by many authors, ${ }^{4-6}$ these problems must be reconsidered according to the regularization theory of improperly posed problems. ${ }^{7,8}$ This is a means for introducing a priori knowledge under the form of precise a priori constraints (as far as possible of physical origin) which restrict the class of admitted solutions. Then regularization gives a continuous dependence of the solution on the data in the sense that a small variation of the data leads to a small change in the solution.

In this paper we consider an ideal, diffraction limited,

[^16]space-invariant, imaging system. For one-dimensional, coherent objects, identically zero outside the interval $[-1,1]$, one has
$$
y(t)=\int_{-1}^{1} \frac{\sin [c(t-s)]}{\pi(t-s)} x(s) d s+z(t), \quad|t| \leqslant 1,(1.1)
$$
where $y$ is the image (assumed to be known on the interval $[-1,1]), x$ is the object, and $z$ is the noise; the quantity $d=\pi / c$ is the Rayleigh resolution distance.

We shall analyze the following problems:
(1) object restoration, i.e., to estimate the object $x$ given $y$;
(2) image extrapolation, i.e., to estimate a band-limited function whose restriction to the interval $[-1,1]$ approximates $y$.

The main reason for our attention to the optical system described above is that, in this simple case, one knows the eigenfunctions of the integral operator of Eq. (1.1) [they are the linear prolate spheroidal wavefunctions ${ }^{1} \psi_{k}(c, x)$, with the associated eigenvalues $\left.\lambda_{k}(c)\right]$ and their asymptotic behvior when $k \rightarrow+\infty$. From this fact it derives the possibility of obtaining very precise results on problems (1) and (2).

Now, as we said above, the main prescription in order to restore the continuity in the case of ill-posed problems, consists in restricting the admitted solutions by imposing a supplementary global bound ${ }^{7,8}$; next one must investigate the kind of continuity which has been restored. ${ }^{9}$ In some problems it is possible to have a fairly satisfactory Hölder type stability; i.e., if we denote by $\epsilon$ the data accuracy, then the solution accuracy is dominated by a term proportional to $\epsilon^{\lambda}$ $(0<\lambda<1)$. On the other hand there are problems where the solution accuracy is at best proportional to $|\ln \epsilon|^{-1}$ (logarithmic continuity). One of the main results of this paper consists in showing that the restored continuity is of the Hölder type in the extrapolation of a given image piece beyond its
borders [Problem (2)], while in the object restoration [Problem (1)] it is only logarithmic.

In the usual regularization theory of ill-posed problems, one supposes that the error and the solution lie in some bounded sets of the respective Hilbert spaces. These conditions could appear too rigid, since it should be preferable, from a physical point of view, to regard the noise as a stochastic process. Furthermore, after the advent of the Shannon information theory, many concepts which were originally elaborated in that context, were successively largely applied to the analysis of optical systems. ${ }^{10}$ These are the principal motivations for introducing probabilistic methods of regularization of ill-posed problems. We devote Sec. 3 to probabilistic methods in a Hilbert space setting, along the lines introduced by two of the authors; ${ }^{11}$ furthermore a comparison of the two procedures is discussed in detail.

The paper is organized as follows. In Sec. 2 we analyze the regularization method proposed by Tikhonov and Miller, ${ }^{7,8}$ with attention to the specific questions which are of interest in the optical problems here considered. In Sec. 3 we develop the probabilistic method. Section 4 is devoted to the problem of object restoration; here we prove that the restored continuity is only logarithmic. In Sec. 5 we analyze the problem of image extrapolation, showing that in this case the restored continuity is of the Hölder type. Finally in Sec. 6 we try some conclusions.

## 2. TIKHONOV-MILLER METHOD

In this Section we sketch a method first proposed by Tikhonov ${ }^{7}$ for Fredholm equations of the first kind and independently developed by Miller ${ }^{8}$ for improperly posed problems in a Hilbert space setting. Here we follow the paper of Miller ${ }^{8}$ for the presentation of the general method; we also give some results on stability estimates which, to our knowledge, are not available in the literature.

Let $X, Y$ be separable Hilbert spaces and $A: X \rightarrow Y$ a linear continuous operator such that the inverse operator $A^{-1}$ exists; if $A^{-1}: Y \rightarrow X$ is not continuous, the problem: find $x \in X$ such that $y=A x$, where $y \in Y$ is a given vector, is improperly posed in the sense of Hadamard. In practice this pathology is very serious, since the data are always affected by errors. More precisely, the data vector $y$ can be viewed as the sum of two terms: $y=A x+z$, where $x \in X$ is an unknown vector which has to be approximately determined and $z \in Y$ is an unknown vector describing errors or noise. Since $A^{-1}$ is not continuous, the knowledge of $y$ and of a bound on the error $z$ is not sufficient in order to find an approximation to $x$. Further "a priori" knowledge on $x$ is required.

## A. The general method

The basic point is to assume for the error $z=A x-y$ and for the unknown vector $x$ the following prescribed bounds: $\|z\|_{Y}=\|A x-y\|_{Y} \leqslant \epsilon,\|B x\|_{Z} \leqslant E$, where $B: X \rightarrow Z$ ( $Z$ is a Hilbert space) is a linear operator (the so-called constraint operator ${ }^{8}$ ), densely defined in $X$, which has a bounded inverse; $\epsilon, E$ are given positive numbers (we do not consider
the case where only one of the two numbers $\epsilon$ and $E$ is known ${ }^{8}$ ). Then, any vector $\bar{x} \in X$ satisfying the conditions:

$$
\begin{align*}
& \|A \bar{x}-y\|_{Y} \leqslant \epsilon  \tag{2.1}\\
& \|B \bar{x}\|_{Z} \leqslant E \tag{2.2}
\end{align*}
$$

can be called an approximation to the unknown vector $x$. Such a definition is reasonable if:
(i) there exists at least one vector $\bar{x}$ satisfying
(2.1), (2.2) (in such a case the pair $\epsilon, E$ is called permissible ${ }^{8}$ );
(ii) there exists a norm or seminorm $\langle\cdot\rangle$ such that

$$
\begin{equation*}
M(\epsilon, E)=\sup \left\{\langle x\rangle \mid x \in X,\|A x\|_{Y} \leqslant \epsilon,\|B x\|_{Z} \leqslant E\right\} \tag{2.3}
\end{equation*}
$$

tends to zero, as $\epsilon \rightarrow 0$, for fixed $E$.
When (ii) holds true, we say that Problem (2.1), (2.2), i.e., the problem of finding a vector $\bar{x}$ satisfying the conditions (2.1), (2.2) is stable with respect to the norm or seminorm $\langle\cdot\rangle$. Any upper bound for $M(\epsilon, E)$ is called a stability estimate and $M(\epsilon, E)$ itself is called the best possible stability estimate. $M(\epsilon, E)$ gives the size, in the sense of the norm or seminorm $\langle\cdot\rangle$, of the "packet" of the vectors $\bar{x}$ satisfying (2.1), (2.2); indeed if $\bar{x}_{1}, \bar{x}_{2}$ satisfy (2.1), (2.2), then $\left\|A\left(\bar{x}_{1}-\bar{x}_{2}\right)\right\|_{Y} \leqslant 2 \epsilon,\left\|B\left(\bar{x}_{1}-\bar{x}_{2}\right)\right\|_{z} \leqslant 2 E$, so that $\left\langle x_{1}-x_{2}\right\rangle \leqslant 2 M(\epsilon, E)$. Now, if $\{\epsilon, E\}$ is a permissible pair, one has to find a method in order to exhibit explicitly a vector which satisfies the constraints (2.1), (2.2).

Let $K_{\epsilon, E}^{y}$ be the set of all the vectors $\bar{x}$ satisfying (2.1), (2.2). $K_{\epsilon, E}^{y}$ is convex and bounded; besides the unknown vector $x$ belongs to $K_{\epsilon, E}^{y}$. If $\bar{x} \in K_{\epsilon, E}^{y}$, then $\|\bar{x}-x\|_{X}$ is a measure, in the sense of the norm of $X$, of the error which is done by taking $\bar{x}$ as an approximation to $x$. Since $x$ is unknown, a pessimistic estimate of this error is given by

$$
\begin{equation*}
\mathscr{C}(\bar{x})=\sup \left\{\|\bar{x}-x\|_{X} \mid x \in K_{\epsilon, E}^{y}\right\} \tag{2.4}
\end{equation*}
$$

It is not difficult to prove that there always exists a vector $\bar{x}_{0}$ which minimizes the functional $\mathscr{C}(\cdot)$ and belongs to $K_{\epsilon, E}^{y}$; then we can take such a vector as a "best-possible" approximation to $x$. Besides, if there exists a center of symmetry of $K_{\epsilon, E}^{y}$, then it coincides with $\bar{x}_{0}$. Unfortunately the set $K_{\epsilon, E}^{y}$ usually does not have a center of symmetry; therefore it can be quite hard to find a vector which minimizes $\mathscr{E}(\cdot)$. However we can combine the two constriants (2.1), (2.2) into a single one and introduce the convex, bounded set

$$
\begin{align*}
\widetilde{K}_{\epsilon, E}^{y}= & \left\{x \mid x \in X, \frac{1}{2 \epsilon^{2}}\|A x-y\|_{Y}^{2}\right. \\
& \left.+\frac{1}{2 E^{2}}\|B x\|_{Z}^{2} \leqslant 1\right\} . \tag{2.5}
\end{align*}
$$

Then $K_{\epsilon, E}^{y} \subset \widetilde{K_{\epsilon, E}} \subset K_{\sqrt{2 \epsilon}, \sqrt{2} E}^{y}$. We do not make a large error if we consider $\widetilde{K}_{\epsilon, E}^{y}$ instead of $K_{\epsilon, E}^{y}$ and corresponding $\widetilde{\mathscr{C}}(\cdot)$ instead of $\mathscr{C}(\cdot), \widetilde{\mathscr{C}}(\cdot)$ being defined as in Eq. (2.4), where $K_{\epsilon, E}^{y}$ is replaced by $\widetilde{K}_{\epsilon, E}^{y}$. Since $\widetilde{K}_{\epsilon, E}^{y}$ has a center of symmetry which is given by

$$
\begin{equation*}
\tilde{x}=\left[A^{*} A+\left(\frac{\epsilon}{E}\right)^{2} B^{*} B\right]^{-1} A^{*} y \tag{2.6}
\end{equation*}
$$

$\tilde{x}$ minimizes $\widetilde{\mathscr{E}}(\cdot)$ and it can be taken as a "nearly-best-possible" approximation to $x$. Indeed, recalling that $\widetilde{K}_{\epsilon, E}^{y} \subset K_{\sqrt{2} \epsilon \sqrt{2} E}^{y}$ we can conclude that the approximation $\tilde{x}$ is best-possible but for a factor of $\sqrt{2}$. Finally, it is important to note that this method gives an approximation to $x$, which is satifactory independently of the choice of norm (or seminorm) for measuring the error. Indeed, one can prove that ${ }^{8}$

$$
\begin{equation*}
\langle\tilde{x}-x\rangle \leqslant \sqrt{2} M(\epsilon, E), \tag{2.7}
\end{equation*}
$$

where $M(\epsilon, E)$ is defined by Eq. (2.3).
The previous method suggests the introduction of the following stability estimate,

$$
\begin{align*}
\widetilde{M}(\epsilon, E)= & \sup \left\{\langle x) \mid x \in X, \frac{1}{2 \epsilon^{2}}\|A x-y\|_{Y}^{2}\right. \\
& \left.+\frac{1}{2 E^{2}}\|B x\|_{Z}^{2} \leqslant 1\right\} . \tag{2.8}
\end{align*}
$$

It is clear that $\widetilde{M}(\epsilon, E)$ is an upper bound for $M(\epsilon, E)$; more precisely one has

$$
\begin{equation*}
M(\epsilon, E) \leqslant \widetilde{M}(\epsilon, E) \leqslant \sqrt{2} M(\epsilon, E) \tag{2.9}
\end{equation*}
$$

and, instead of inequality (2.7), one gets

$$
\begin{equation*}
\langle\tilde{x}-x\rangle \leqslant \widetilde{M}(\epsilon, E) . \tag{2.10}
\end{equation*}
$$

## B. Stability estimates

Here we give results on the stability of Problem (2.1), (2.2) with respect to those norms and seminorms which are more appropriate for the problems considered in this paper; the stability can be achieved by properly choosing the constraint operator $B$.
(i) Let us assume that the operator $B$ has a bounded inverse, without any further property; then Problem (2.1), (2.2) is stable with respect to the family of seminorms: $\langle x\rangle=\left|(x, u)_{X}\right|,\|u\|_{X}=1$ (where $u$ is a fixed but arbitrary vector on the unit sphere).

The following result is proved in the paper of Miller ${ }^{8}$ :
Theorem 2.1: If $C=A^{*} A+(\epsilon / E)^{2} B^{*} B$, then

$$
\begin{equation*}
\widetilde{M}_{u}(\epsilon, E)=\sqrt{2} \epsilon\left(C^{-1} u, u\right)_{X}^{1 / 2} \tag{2.11}
\end{equation*}
$$

$\tilde{M}_{u}(\epsilon, E)$ being defined by Eq. (2.8) with $\langle\cdot\rangle$ replaced by $\left|(\cdot, u)_{X}\right|$.

From Theorem 2.1 we can derive the following result:
Theorem 2.2: $\widetilde{M}_{u}(\epsilon, E)$ tends to zero, as $\epsilon \rightarrow 0$, for fixed $E$; besides $\widetilde{M}_{u}(\epsilon, E)=O(\epsilon)$ iff $u \in \operatorname{range}\left(A^{*}\right)$.

Proof: If we write $|B|=\left(B^{*} B\right)^{1 / 2}$ and if weintroduce the operator $S=A|B|^{-1}\left(S^{-1}\right.$ exists since $A^{-1}$ exists), then Eq. (2.11) can be rewritten as follows,
$\widetilde{M}_{u}(\epsilon, E)=\sqrt{2 \epsilon}\left(\left[S^{*} S+\left(\frac{\epsilon}{E}\right)^{2} I\right]^{-1}|B|^{-1} u,|B|^{-1} u\right)_{X}^{1 / 2}$.

For the sake of simplicity we suppose that the operator $A$ is compact (however the Theorem holds true even without this assumption). Then the operator $S$ is compact and we denote by $\left\{s_{k}^{2}\right\}_{k=0}^{+\infty}\left(s_{k}>0 ; s_{0} \geqslant s_{1} \geqslant s_{2} \geqslant \ldots\right)$ the set of the eigenvalues of the operator $S^{*} S$ and by $\left\{u_{k}\right\}_{k=0}^{+\infty}$ the set of the corresponding eigenvectors. $\left\{u_{k}\right\}_{k=0}^{+\infty}$ is an orthonormal basis in $X$ so that we can write

$$
\begin{equation*}
\widetilde{M}_{u}(\epsilon, E)=\sqrt{2} \epsilon\left(\sum_{k=0}^{+\infty} \frac{\left|\left(|B|^{-1} u, u_{k}\right)_{X}\right|^{2}}{s_{k}^{2}+(\epsilon / E)^{2}}\right)^{1 / 2} . \tag{2.13}
\end{equation*}
$$

From this equation it is clear that $\widetilde{M}_{u}(\epsilon, E)$ tends to zero, as $\epsilon \rightarrow 0$, for fixed $E$. Besides, let us assume that $u \in \operatorname{range}\left(A^{*}\right)$; then there exists a vector $v \in Y$ such that $u=A^{*} v$. If we introduce the vectors $v_{k}=s_{k}^{-1} S u_{k}\left\{\left\{v_{k}\right\}_{k=0}^{+\infty}\right.$ is an orthonormal basis in range $\left.(S)^{12}\right]$, then Eq. (2.13) becomes
$\widetilde{M}_{u}(\epsilon, E)=\sqrt{2} \epsilon\left(\sum_{k=0}^{+\infty} \frac{s_{k}^{2}}{s_{k}^{2}+(\epsilon / E)^{2}}\left|\left(v, v_{k}\right)_{Y}\right|^{2}\right)^{1 / 2}$
so that $\widetilde{M}_{u}(\epsilon, E) \leqslant \sqrt{2}\|v\|_{r} \epsilon$ and $\widetilde{M}_{u}(\epsilon, E)=O(\epsilon)$.
Now, let us assume $\widetilde{M}_{u}(\epsilon, E)=O(\epsilon)$; then there exists a constant $\delta_{u}$ such that

$$
\begin{equation*}
\sum_{k=0}^{+\infty} \frac{\left|\left(|B|^{-1} u, u_{k}\right)_{X}\right|^{2}}{s_{k}^{2}+(\epsilon / E)^{2}} \leqslant \delta_{u} . \tag{2.15}
\end{equation*}
$$

If $K$ is the maximum integer such that $s_{k} \geqslant \epsilon / E$, then $K \rightarrow+\infty$ when $\epsilon \rightarrow 0$; therefore

$$
\begin{align*}
& \sum_{k=0}^{K} s_{k}^{-2}\left|\left(|B|^{-1} u, u_{k}\right)_{X}\right|^{2} \\
& \quad \leqslant 2 \sum_{k=0}^{K} \frac{\left|\left(|B|^{-1} u, u_{k}\right)_{X}\right|^{2}}{s_{k}^{2}+(\epsilon / E)^{2}} \leqslant 2 \delta_{u} \tag{2.16}
\end{align*}
$$

for any $K$. We get

$$
\begin{equation*}
\sum_{k=0}^{+\infty} s_{k}^{-2}\left|\left(|B|^{-1} u, u_{k}\right)_{X}\right|^{2} \leqslant 2 \delta_{u} \tag{2.17}
\end{equation*}
$$

or, in other words, $|\boldsymbol{B}|^{-1} \boldsymbol{u} \in \operatorname{range}\left(\mathbf{S}^{*}\right)$. Then there exists a vector $v \in Y$ such that $|B|^{-1} u=S^{*} v$ and it follows that $u=A^{*} v$. The Theorem is proved.
(ii) Let us assume now that the operator $B$ has a compact inverse. Then the set $K_{E}^{-}=\left\{x \mid x \in X,\|B x\|_{Z} \leqslant E\right\}$ is a compact subset of $X$; analogously the set $J_{E}=A K_{E}$ is a compact subset of $Y$ and the operator $A$ defines a continuous, one to one mapping of $K_{E}$ onto $J_{E}$. From a well known topological lemma ${ }^{13}$ it follows that the inverse mapping from $J_{E}$ onto $K_{E}$ is continuous; such a result implies that $M(\epsilon, E)$
$=\sup \left\{\|x\|_{X} \mid x \in X,\|A x\|_{Y} \leqslant \epsilon,\|B x\|_{Z} \leqslant E\right\}$
$=\sup \left\{\left\|A^{-1} y\right\|_{X} \mid y \in Y,\|\nu\|_{Y} \leqslant \epsilon,\left\|B A^{-1} y\right\|_{z} \leqslant E\right\}$ tends to zero, as $\epsilon \rightarrow 0$, for fixed $E$. Therefore, one can conclude that: when the operator B has a compact inverse, Problem (2.1), (2.2) is stable with respect to the norm of $X$.

The previous result is essentially qualitative; we can have a more precise result (see Theorem 2.3) in the following case. Let us assume that $A: X \rightarrow Y$ is a compact operator (such an assumption is satisfied for the problems considered in Secs. 4 and 5); then, let $\left\{\alpha_{k}^{2}\right\}_{k=0}^{+\infty}\left(\alpha_{k}>0 ; \alpha_{0} \geqslant \alpha_{1} \geqslant \alpha_{2} \geqslant \ldots\right)$
be the set of the eigenvalues of the operator $A^{*} A$ and $\left\{u_{k}\right\}_{k=0}^{+\infty}$ be the set of the corresponding eigenvectors,

$$
\begin{equation*}
A^{*} A x=\sum_{k=0}^{+\infty} \alpha_{k}^{2} x_{k} u_{k}, \quad x_{k}=\left(x, u_{k}\right)_{X} . \tag{2.18}
\end{equation*}
$$

In such a case a considerable simplification is introduced if one considers a constraint operator $B$ such that $B^{*} B$ and $A^{*} A$ commute, i.e.,

$$
\begin{equation*}
B * B x=\sum_{k=0}^{+\infty} \beta_{k}^{2} x_{k} u_{k}, \quad x_{k}=\left(x, u_{k}\right)_{X} . \tag{2.19}
\end{equation*}
$$

## Then the operator $B$ has a compact inverse iff

$\lim _{k \rightarrow+\infty} \beta_{k}^{2}=+\infty$. It is self evident that the condition is necessary. In order to show that it is also sufficient, one must prove that any set $K_{E}=\left\{x \in X \mid\|B x\|_{Z} \leqslant E\right\}$ is conditionally compact. Such a result follows easily from the proposition ${ }^{14}$ : A subet $K$ of $l_{p}, p \geqslant 1$, is conditionally compact iff it is bounded and $\lim _{n \rightarrow \infty} \Sigma_{k=n}^{+\infty}\left|x_{k}\right|^{p}=0$ uniformly for $\left\{x_{k}\right\}_{k=0}^{+\infty} \in K$.

Now, let $I_{\epsilon / E}$ be the set defined as follows,

$$
\begin{equation*}
I_{\epsilon / E}=\left\{k \mid \alpha_{k} \geqslant(\epsilon / E) \beta_{k}\right\} . \tag{2.20}
\end{equation*}
$$

Since $A^{*} A$ is compact, the eigenvalues $\alpha_{k}^{2}$ accumulate to zero; on the other hand, the eigenvalues $\beta_{k}^{2}$ of $B^{*} B$ tend to infinity. Therefore, the set $I_{\epsilon / E}$ contains only a finite number of points.

Besides, if we write

$$
\begin{align*}
& \alpha\left(\frac{\epsilon}{E}\right)=\min \left\{\alpha_{k} \mid k \in I_{\epsilon / E}\right\}, \\
& \beta\left(\frac{\epsilon}{E}\right)=\min \left\{\beta_{k} \mid k \notin I_{\epsilon / E}\right\}, \tag{2.21}
\end{align*}
$$

we have the following result:
Theorem 2.3: The inequality holds,

$$
\begin{align*}
& \frac{1}{2}\left(\frac{\epsilon}{\alpha(\epsilon / E)}+\frac{E}{\beta(\epsilon / E)}\right) \\
& \quad \leqslant M(\epsilon, E) \leqslant \frac{\epsilon}{\alpha(\epsilon / E)}+\frac{E}{\beta(\epsilon / E)}, \tag{2.22}
\end{align*}
$$

where $M(\epsilon, E)$ is given by Eq. (2.3) with $\langle\cdot\rangle=\|\cdot\|_{X}$.
Proof: Inequality (2.22) is a consequence of a lemma (three norm lemma) proved by Miller ${ }^{15}$ which states that

$$
\begin{equation*}
\frac{1}{2}[L(\epsilon, E)+H(\epsilon, E)] \leqslant M(\epsilon, E) \leqslant L(\epsilon, E)+H(\epsilon, E), \tag{2.23}
\end{equation*}
$$

where:

$$
\begin{align*}
L(\epsilon, E)= & \sup \left\{\left(\sum_{k \in I_{\epsilon /:}}\left|x_{k}\right|^{2}\right)^{1 / 2} \mid x \in X,\right. \\
& \left.\left(\sum_{k \in I_{/ / E}} \alpha_{k}^{2}\left|x_{k}\right|^{2}\right)^{1 / 2} \leqslant \epsilon\right\},  \tag{2.24}\\
H(\epsilon, E)= & \sup \left\{\left(\sum_{k \notin I_{c / E}}\left|x_{k}\right|^{2}\right)^{1 / 2} \mid x \in X,\right.
\end{align*}
$$

subset of $l_{1}$. Besides it is easy to see that the set $K_{E}$ is closed with respect to the norm (2.30).

If we put $\beta=\min _{k}\left\{\beta_{k}\right\}>0$ and we remark that from the constraint $\|B x\|_{Z} \leqslant E$ it follows that $\left|x_{k}\right| \leqslant E / \beta$, we get, for any $x \in K_{E},\|x\|_{X} \leqslant(E / \beta)^{1 / 2}\|\mid x\| \|$, so that

$$
\begin{equation*}
\|A x\|_{Y} \leqslant\|A\|\|x\|_{X} \leqslant \sqrt{\frac{E}{\beta}}\|A\|\|x\| \| . \tag{2.33}
\end{equation*}
$$

Therefore, if we set $J_{E}=A K_{E}$, the operator $A$ defines a continuous mapping of $K_{E}$ onto $J_{E}$, when $K_{E}$ is normed with the norm (2.30) and $J_{E}$ is normed with the norm of $Y$. The topological lemma already recalled, ${ }^{13}$ implies that the inverse mapping from $J_{E}$ onto $K_{E}$ is continuous. Therefore, $M(\epsilon, E)$, defined by Eq. (2.3) with $\langle\cdot\rangle=\| \| \cdot\| \|$, tends to zero, as $\epsilon \rightarrow 0$, for fixed $E$; we can conclude that: When condition (2.29) is satisfied, Problem (2.1), (2.2) is stable with respect to the norm (2.30).

When $A^{*} A$ and $B^{*} B$ are given by Eqs. (2.18), (2.19), we can get the following more precise result.

Theorem 2.5: If $M(\epsilon, E)$ is defined by Eq. (2.3) with $\langle\cdot\rangle=\| \| \cdot \| \mid$, then

$$
\begin{gather*}
\frac{\epsilon}{2}\left(\sum_{k \in I_{1, E}} \alpha_{k}^{-2}\right)^{1 / 2}+\frac{E}{2}\left(\sum_{k \notin I_{\epsilon / E}} \beta_{k}^{-2}\right)^{1 / 2} \leqslant M(\epsilon, E) \leqslant \epsilon \\
\times\left(\sum_{k \in I_{, / k}} \alpha_{k}^{-2}\right)^{1 / 2}+E\left(\sum_{k \in I_{, / 2}} \beta_{k}^{-2}\right)^{1 / 2} \tag{2.34}
\end{gather*}
$$

where $I_{\epsilon / E}$ is the set defined in Eq. (2.20).
Proof: By the three norm lemma ${ }^{15}$ we have for $M(\epsilon, E)$ an inequality like (2.23) where now

$$
\begin{align*}
& L(\epsilon, E)=\sup \left\{\sum_{k \in I_{t / k}}\left|x_{k}\right| \mid\left(\sum_{k \in I_{, E}} \alpha_{k}^{2}\left|x_{k}\right|^{2}\right)^{1 / 2} \leqslant \epsilon\right\},  \tag{2.35}\\
& H(\epsilon, E)=\sup \left\{\sum_{k \in I_{t, k}}\left|x_{k}\right| \mid\left(\sum_{k \in I_{u / k}} \beta_{k}^{2}\left|x_{k}\right|^{2}\right)^{1 / 2} \leqslant E\right\}, \tag{2.36}
\end{align*}
$$

Then, by the Schwarz inequality (which is precise) we have

$$
\begin{equation*}
L(\epsilon, E)=\epsilon\left(\sum_{k \in I_{\epsilon, k}} \alpha_{k}^{-2}\right)^{1 / 2}, \quad H(\epsilon, E)=E\left(\sum_{k \notin I_{\epsilon, k}} \beta_{k}^{-2}\right)^{1 / 2} \tag{2.37}
\end{equation*}
$$

and the Theorem is proved.
We conclude with a result which is a modified version of Theorem 2.5.

Theorem 2.6: If $\widetilde{M}(\epsilon, E)$ is defined by Eq. (2.8) with $\langle\cdot\rangle=\|\mid \cdot\|$, then

$$
\begin{equation*}
\bar{M}(\epsilon, E)=\sqrt{2 \epsilon}\left(\sum_{k=0}^{+\infty} \frac{1}{\alpha_{k}^{2}+(\epsilon / E)^{2} \beta_{k}^{2}}\right)^{1 / 2} \tag{2.38}
\end{equation*}
$$

Proof: Indeed, by the Schwarz inequality, we have

$$
\begin{aligned}
\sum_{k=0}^{+\infty}\left|x_{k}\right| & =\sum_{k=0}^{+\infty}\left(\frac{\alpha_{k}^{2}+(\epsilon / E)^{2} \beta_{k}^{2}}{\alpha_{k}^{2}+(\epsilon / E)^{2} \beta_{k}^{2}}\right)^{1 / 2}\left|x_{k}\right| \\
& \leqslant\left(\|A x\|_{Y}^{2}+\left(\frac{\epsilon}{E}\right)^{2}\|B x\|_{Z}^{2}\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{equation*}
\times\left(\sum_{k=0}^{+\infty} \frac{1}{\alpha_{k}^{2}+(\epsilon / E)^{2} \beta_{k}^{2}}\right)^{\gamma / 2} . \tag{2.39}
\end{equation*}
$$

Since the Schwarz inequality is precise, we get Eq. (2.38).

## C. Methods of eigenfunction expansions

In the case where the operator $A: X \rightarrow Y$ is compact and the operators $A^{*} A$ and $B^{*} B$ commute [see Eqs. (2.18), (2.19)], Eq. (2.6) takes the form
$\tilde{x}=\sum_{k=0}^{+\infty} \frac{\alpha_{k}}{\alpha_{k}^{2}+(\epsilon / E)^{2} \beta_{k}^{2}} y_{k} u_{k}, \quad y_{k}=\left(y, v_{k}\right)_{r}$,
where $v_{k}=\alpha_{k}^{-1} A u_{k}\left[\left\{v_{k}\right\}_{k=0}^{+\infty}\right.$ is an orthonormal basis in range $\left.(A)^{\text {i2 }}\right]$. An approximation, even more simple than (2.40), is given by

$$
\begin{equation*}
\tilde{\tilde{x}}=\sum_{k \in I_{1, k}} \frac{y_{k}}{\alpha_{k}} u_{k} \tag{2.41}
\end{equation*}
$$

where the set $I_{\epsilon / E}$ is defined by Eq. (2.20) and $y_{k}, v_{k}$ are as in Eq. (2.40).

If $\bar{x}$ is any vector satisfying the conditions (2.1), (2.2), then

$$
\begin{equation*}
\|A(\tilde{\tilde{x}}-\vec{x})\|_{Y} \leqslant \sqrt{2} \epsilon, \quad\|B(\tilde{x}-\bar{x})\|_{Z} \leqslant \sqrt{2} E \tag{2.42}
\end{equation*}
$$

indeed, if $\bar{x}_{k}=\left(\bar{x}, u_{k}\right)$,

$$
\begin{align*}
\|A(\tilde{\tilde{x}}-\bar{x})\|_{Y}^{2}= & \sum_{k \in I_{G F}}\left|y_{k}-\alpha_{k} \bar{x}_{k}\right|^{2}+\sum_{k \in I_{U / k}} \alpha_{k}^{2}\left|\bar{x}_{k}\right|^{2} \\
\leqslant & \sum_{k \in I_{U / k}}\left|y_{k}-\alpha_{k} \bar{x}_{k}\right|^{2} \\
& +\left(\frac{\epsilon}{E}\right)^{2} \sum_{k \in I_{U}, F} \beta_{k}^{2}\left|x_{k}\right|^{2} \tag{2.43}
\end{align*}
$$

$$
\leqslant\|A \bar{x}-y\|_{Y}^{2}+\left(\frac{\epsilon}{E}\right)^{2}\|B \bar{x}\|_{Z}^{2} \leqslant 2 \epsilon^{2}
$$

In a similar way one can prove the second inequality (2.42). Therefore, we get

$$
\begin{equation*}
\langle\tilde{\tilde{x}}-\bar{x}\rangle \leqslant \sqrt{2} M(\epsilon, E) \tag{2.44}
\end{equation*}
$$

$M(\epsilon, E)$ being defined by Eq. (2.3). We can conclude that, if Problem (1), (2) is stable with respect to the norm or seminorm $\langle\cdot\rangle$, both $\tilde{x}$ and $\tilde{\tilde{x}}$ converge (in the sense of $\langle\cdot\rangle$ ) to the "true" solution of the problem, as $\epsilon \rightarrow 0$, for fixed $E$.

## 3. PROBABILISTIC METHOD

Let us assume, as in Sec. 2, that the data vector $y$ is the sum of two terms, $y=A x+z$, where $x$ is the vector which has to be approximately determined and $z$ is an unknown vector describing errors or noise; then, the basic point in the probabilistic method is to consider the vectors $x, y, z$ as the values of random variables $\xi, \eta, \zeta .^{11,16}$

More precisely, let $(\Omega, \mathscr{F}, P)$ be a probability space, i.e., $\Omega$ is an abstract point set, $\mathscr{F}$ is a $\sigma$-algebra of subsets of $\Omega$, and $P$ is a measure on $\mathscr{F}$ with $P(\Omega)=1$; besides, let $X, Y$ be separable Hilbert spaces and let $\xi: \Omega \rightarrow X, \zeta: \Omega \rightarrow Y$ be weak random variables ${ }^{17}$ (hereafter shortened to w.r.v.), i.e., the mappings $\xi, \xi$ induce cylinder measures $\mu_{\xi}, \mu_{\zeta}$ on $X, Y$, respectively; then we consider the w.r.v. $\eta: \Omega \rightarrow Y$ given by

$$
\begin{equation*}
\eta=A \xi+\zeta \tag{3.1}
\end{equation*}
$$

where $A: X \rightarrow Y$ is a linear continuous operator whose inverse $A^{-1}$ exists but is not continuous.

If we assume that the joint measure of the pair of w.r.v. $\xi, \zeta$ is know, then the problem is the following: Given a value $y$ of the w.r.v. $\eta$, find the best-possible mean square estimate of the w.r.v. $\xi$.

Now, we assume (as it is reasonable in many practical applications) that the w.r.v. $\xi, \zeta$ are Gaussian and independent and that they have zero mean; in such a case their joint measure is uniquely characterized by the covariance operators $R_{\xi}, R_{\xi}$. Then the covariance operator $R_{\eta}$ is expressed in terms of $\boldsymbol{R}_{\xi}, \boldsymbol{R}_{\xi}$ by, ${ }^{11.16}$

$$
\begin{equation*}
R_{\eta}=A R_{\xi} A^{*}+R_{\zeta} \tag{3.2}
\end{equation*}
$$

Besides, the w.r.v. $\xi, \eta$ are not independent and their crosscovariance operator is given by

$$
\begin{equation*}
R_{5 \eta}=R_{\xi} A^{*} . \tag{3.3}
\end{equation*}
$$

In the following we shall also assume that the inverse of the operator $R_{\zeta}$ exists. Indeed, if this condition is not satisfied, there exists a vector $v_{0}$ such that $R_{\zeta} \nu_{0}=0$; then, the random variable $\left(\zeta, v_{0}\right)_{Y}$ takes the value zero with probability one or, in other words, the component of the data vector in the direction of $v_{0}$ is not affected by error or noise. Since such a situation is not realistic, we assume that the inverse of $R_{\xi}$ exists. From Eq. (3.2) it follows that the inverse of the operator $R_{\eta}$ also exists; besides, range ( $R_{\xi}$ ) and range ( $R_{\eta}$ ) are both dense in $Y$.

The covariance operators $R_{\xi}, R_{\zeta}$ have a role, in the probabilistic method, similar to that of the bounds $\epsilon, E$ and of the constraint operator $B$ in the Tikhonov-Miller method. For this reason we assume that: $R_{\zeta}=\epsilon^{2} N$, where $\epsilon$ is a "small" positive number and $N: Y \rightarrow Y$ is a linear bounded operator independent of $\epsilon$.

## A. The general method

If $L: Y \rightarrow X$ is any linear continuous operator, we call the w.r.v. $\widetilde{\xi}_{L}=L \eta$ a linear estimate of the w.r.v. $\xi$. Then, for any $u \in X$, the reliability of the estimate for the random variable $(\xi, u)_{X}$ is measured by the mean square error (here $E$ denotes the expectation)

$$
\begin{align*}
& Q(u ; L, \epsilon) \\
& \quad=E\left\{\left|(\xi-L \eta, u)_{X}\right|^{2}\right\} \\
& \quad=\left(\left[R_{\xi}-R_{\xi} A^{*} L^{*}-L A R_{\xi}+L R_{\eta} L^{*}\right] u, u\right)_{X} \tag{3.4}
\end{align*}
$$

If there exists a unique linear continuous operator $L_{0}: Y \rightarrow X$
which minimizes $Q(u ; L, \epsilon)$ for any $u \in X$, then the w.r.v. $\bar{\xi}=L_{0} \eta$ is said to be the best linear estimate of the w.r.v. $\xi$.

We have the following result ${ }^{17.11}$ :
Theorem 3.1: There exists a unique best linear estimate $\hat{\xi}$ of the w.r.v. $\xi$ iff the operator $R_{\xi \eta} R_{\eta}^{-1}$ is bounded on the range $\left(R_{\eta}\right)$; in such a case

$$
\begin{equation*}
L_{0}=R_{\xi \eta} R_{\eta}^{-1}=R_{\xi} A^{*}\left(A R_{\xi} A^{*}+\epsilon^{2} N\right)^{-1} . \tag{3.5}
\end{equation*}
$$

Remark 3.1: If $R_{\zeta}$ has a bounded inverse, then the operator $R_{\eta}$ also has a bounded inverse. In such a case the product $R_{\xi \eta} R_{\eta}^{-1}$ is a bounded operator and therefore there is no question in the interpretation of Eq. (3.5). On the other hand, if the inverse of $R_{\zeta}$ is not continuous, then $R_{\xi \eta} R_{\eta}^{-1}$ is the product of two operators where $R_{\xi \eta}$ is bounded while $R_{\eta}{ }^{-1}$ is unbounded and densely defined. [see Eq. (3.2)-we recall that $A^{-1}$ is not continuous.] If $R_{\xi T \eta} R_{\eta}^{-1}$ is bounded on range ( $R_{\eta}$ ), then Theorem 3.1 states that $L_{0}$ is the usual extension (by continuity) of $R_{\xi \eta} R_{\eta}^{-1}$ to the closure of range ( $R_{\eta}$ ), i.e., to the whole Hilbert space $Y$. For simplicity we still denote by $R_{5 \eta} R_{\eta}^{-1}[$ as in Eq. (3.5)] such an extension.

Remark 3.2: If we consider the problem formulated at the beginning of this section, then the solution is: Given a value $y$ of the w.r.v. $\eta$, the best possible mean-square estimate of the w.r.v. $\xi$ is

$$
\begin{equation*}
\tilde{x}=R_{\xi} A^{*}\left(A R_{\xi} A^{*}+\epsilon^{2} N\right)^{-1} y . \tag{3.6}
\end{equation*}
$$

It is interesting to compare formally Eq. (3.6) with Eq. (2.6). If we put $N=I$ and $R_{\xi}=E^{2}\left(B^{*} B\right)^{-1}$ in Eq. (3.6) and we use the identity

$$
\begin{equation*}
\left(A^{*} R_{\xi}^{-1} A+R_{\xi}^{-1}\right) R_{\xi} A^{*}=A^{*} R_{\xi}^{-1}\left(A R_{\xi} A^{*}+R_{\xi}\right), \tag{3.7}
\end{equation*}
$$

we see that, in such a case, Eqs. (3.6) and (2.6) coincide.
Remark 3.3: In the case $N=I$ (i.e., in the case where $\zeta$ is the so-called "white noise") there is an interesting interpretation of the least-square estimate (3.6). We introduce the operator $T=R^{1 / 2} A^{*}$ (recall that a covariance operator is a bounded, nonnegative, self-adjoint operator), so that we can write $L_{0}=R_{\xi}^{1 / 2} T\left(T^{*} T+\epsilon^{2} I\right)^{-1}$; besides we denote by $\left\{\tau_{k}\right\}_{k=0}^{+\infty}$ the set of the nonzero singular values of $T$, i.e., $T^{*} u_{k}=\tau_{k} v_{k}, T v_{k}=\tau_{k} u_{k}$, where $\left\{u_{k}\right\}_{k=0}^{+\infty}$ is an orthonormal basis in $\overline{\text { range }(T)} \subset X$ and $\left\{v_{k}\right\}_{k=0}^{+\infty}$ is an orthonormal basis in range ( $T^{*}$ ) $\subset Y$; ${ }^{12}$ then, from Eq. (3.6), by means of the relation $R_{\xi}^{1 / 2} u_{k}=\tau_{k} A^{-1} v_{k}$, we get

$$
\begin{align*}
\tilde{x} & =\sum_{k=0}^{+\infty} \frac{\tau_{k}}{\tau_{k}^{2}+\epsilon^{2}} y_{k} R_{\xi}^{1 / 2} u_{k} \\
& =\sum_{k=0}^{+\infty} \frac{\tau_{k}^{2}}{\tau_{k}^{2}+\epsilon^{2}} y_{k} A^{-1} v_{k} \tag{3.8}
\end{align*}
$$

where $\boldsymbol{y}_{k}=\left(y, v_{k}\right)_{Y}$. Now, the random variables $\xi_{k}=\left(\xi, R_{\xi}^{-1 / 2} u_{k}\right)_{X}, \eta_{k}=\left(\eta, v_{k}\right)_{Y}$ ( $k$ fixed but arbitrary) are Gaussian and: $E\left\{\left|\xi_{k}\right|^{2}\right\}=1, E\left\{\left|\eta_{k}\right|^{2}\right\}=\tau_{k}^{2}+\epsilon^{2}$, $E\left\{\xi_{k} \bar{\eta}_{k}\right\}=\tau_{k}$; therefore their correlation coefficient is
$r_{k}=\tau_{k}\left(\tau_{k}^{2}+\epsilon^{2}\right)^{-1}$ and their average mutual information is ${ }^{18}$ :
$J_{k}=J\left(\xi_{k}, \eta_{k}\right)=-\frac{1}{2} \ln \left(1-r_{k}^{2}\right)=\frac{1}{2} \ln \left(1+\tau_{k}^{2} / \epsilon^{2}\right)$.
From Eq. (3.9) we get $\tau_{k}^{2}\left(\tau_{k}^{2}+\epsilon^{2}\right)^{-1}=1-\exp \left(-2 J_{k}\right)$, so that we can write Eq. (3.8) as follows

$$
\begin{equation*}
\tilde{x}=\sum_{k=0}^{+\infty}\left(1-e^{-2 J_{k}}\right) y_{k} A^{-1} v_{k} \tag{3.10}
\end{equation*}
$$

From this expression we see that the best linear estimate $\tilde{\boldsymbol{x}}$ can be obtained, from the formal solution $A^{-1} y$
$=\Sigma_{k=0}^{+\infty} \dot{y}_{k} A^{-1} v_{k}$, by means of a penalty on the coefficients in terms of the amount of information on the random variable $\xi_{k}$ contained in the random variable $\eta_{k}$.

Let us assume now that the w.r.v. $\xi$ has a finite variance, i.e., $E\left\{\|\xi\|_{X}^{2}\right\}<+\infty$ (recall that $\xi$ has a zero mean); as is known, this condition is satisfied iff $R_{\xi}$ is an operator of the trace class. ${ }^{17}$ In such a case, we can try to define a "global" mean square error in the estimate of $\xi$ (by means of $\tilde{\xi}_{L}=L \eta$ ) as the variance of the w.r.v. $\xi-L \eta$, i.e.,

$$
\begin{align*}
Q(L, \epsilon) & =E\left\{\|\xi-L \eta\|_{X}^{2}\right\} \\
& =\operatorname{tr}\left(R_{\xi}-R_{\xi} A^{*} L^{*}-L A R_{\xi}+L R_{\eta} L^{*}\right) \tag{3.11}
\end{align*}
$$

$Q(L, \epsilon)$ is finite iff the w.r.v. $L \eta$ has also a finite variance. Next we can define a best linear estimate $\tilde{\xi}=L_{0} \eta$, in the sense of the mean square error (3.11), if there exists a bounded operator $L_{0}$ which minimizes $Q(L, \epsilon)$.

We must distinguish two cases. The first is when the noise $\zeta$ has a finite variance; then, from Eq. (3.2) it follows that $R_{\eta}$ is of the trace class and therefore the w.r.v. $L \eta$ has also a finite variance for any bounded linear operator $L: Y \rightarrow X$. In such a case, if there exists a bounded operator $L_{0}$ which minimizes $Q(u ; L, \epsilon)$ then it also minimizes $Q(L, \epsilon)$ and vice versa. The second case is when $\zeta$ (and therefore also $\eta$ ) does not have a finite variance. Now, since the covariance operator of $L \eta$ is $L R_{\eta} L^{*}$, it follows that $L \eta$ has a finite variance iff the operator $L$ is of the Schmidt class. Therefore, there exists a best linear estimate in the sense of the meansquare error (3.11) iff the operator $R_{\xi \eta} R_{\eta}^{-1}$ has a bounded extension of the Schmidt class.

## B. Least mean-square errors

We can define the least mean-square error in the estimate of $(\xi, u)_{X}$ as

$$
\begin{equation*}
\delta(u, \epsilon)=\inf _{L}[Q(u ; L, \epsilon)]^{1 / 2} \tag{3.12}
\end{equation*}
$$

where $Q(u ; L, \epsilon)$ is defined by Eq. (3.4). If the best linear estimate exists, then (3.12) gives a measure of the reliability of the estimate; indeed, we have $\delta(u, \epsilon)=\left[Q\left(u ; L_{0}, \epsilon\right)\right]^{1 / 2}, L_{0}$ being given by Eq. (3.5). After some simple calculations we get

$$
\begin{equation*}
\delta(u, \epsilon)=\left(\left[R_{\xi}-L_{0} R_{\eta} L_{0}^{*}\right] u, u\right)_{X}^{1 / 2} \tag{3.13}
\end{equation*}
$$

In the general case (i.e., even if the best linear estimate does not exist) we have the following result, ${ }^{11}$

$$
\begin{equation*}
\delta(u, \epsilon)=\left(\left[1-V^{*} V\right] R_{\xi}^{1 / 2} u, R_{\xi}^{1 / 2} u\right)_{X}^{1 / 2} \tag{3.14}
\end{equation*}
$$

where $V: X \rightarrow Y$ is the unique linear continuous operator (with $\|V\| \leqslant 1$ ) such that $R_{\eta \xi}=R_{\eta}^{1 / 2} V R_{\xi}^{1 / 2}$.

Remark 3.4: $\delta(u, \epsilon)$ has a role, in the probabilistic method, similar to that of the best stability estimate (2.3), with $\langle\cdot\rangle=|(\cdot, u)|_{X}$, in the Tikhonov-Miller method. Indeed, if we put $N=I$ and $R_{\xi}=E^{2}\left(B^{*} B\right)^{-1}$ in Eq. (3.5), from Eqs. (3.7) and (3.13) we get

$$
\begin{equation*}
\delta(u, \epsilon)=\epsilon\left(\left[A^{*} A+\left(\frac{\epsilon}{E}\right)^{2} B * B\right]^{-1} u, u\right)_{X}^{1 / 2} \tag{3.15}
\end{equation*}
$$

this expression coincides, except for a factor of $\sqrt{2}$, with Eq. (2.11).

The following result ${ }^{11}$ gives conditions which guarantee that $\delta(u, \epsilon)$ tends to zero when $\epsilon \rightarrow 0$ :

Theorem 3.2: If the operator $R_{\zeta}=\epsilon^{2} N$ has a bounded inverse, then, for any $u \in X$

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \delta(u, \epsilon)=0 \tag{3.16}
\end{equation*}
$$

iff the problem

$$
\begin{equation*}
x \in \operatorname{range}\left(R_{\xi}^{1 / 2}\right), \quad A x=0 \tag{3.17}
\end{equation*}
$$

has only the trivial solution.
Remark 3.5: In the problems considered in this paper, the inverse of the operator $A$ exists; therefore problem (3.17) has only the trivial solution.

The following result is the analog of Theorem 2.2:
Theorem 3.3: If the operator $R_{\zeta}=\epsilon^{2} N$ has a bounded inverse and if the inverse of the operator $R_{\xi}$ exists, then

$$
\begin{equation*}
\delta(u, \epsilon)=O(\epsilon), \quad \epsilon \rightarrow 0 \tag{3.18}
\end{equation*}
$$

iff $u \in$ range $\left(A^{*} N^{-1 / 2}\right)$.
Proof: From the identity (3.7) and Eq. (3.13) we get

$$
\begin{equation*}
\delta(u, \epsilon)=\epsilon\left(\left[A^{*} N^{-1} A+\epsilon^{2} R_{\xi}^{-1}\right]^{-1} u, u\right)_{X}^{1 / 2} \tag{3.19}
\end{equation*}
$$

and, if we introduce the operator $S=N^{-1 / 2} A R_{\xi}^{1 / 2}$, we can write

$$
\begin{equation*}
\delta(u, \epsilon)=\epsilon\left(\left[S^{*} S+\epsilon^{2} I\right]^{-1} R_{\xi}^{1 / 2} u, R_{\xi}^{1 / 2} u\right)_{X}^{1 / 2} \tag{3.20}
\end{equation*}
$$

At this point the proof proceeds like the proof of Theorem 2.2.

When the inverse of the operator $R_{\zeta}=\epsilon^{2} N$ is not bounded, it seems that no general result on the behavior of $\delta(u, \epsilon)$, when $\epsilon \rightarrow 0$, can be derived; assumptions on the ranges of the operators $\left(A R_{\xi} A^{*}\right)^{1 / 2}$ and $R_{\zeta}^{1 / 2}=\epsilon N^{1 / 2}$ have to be done. However there exists an important case where assumptions of this type can be proposed in a quite natural way: We mean when both the operators $R_{\xi}, R_{\zeta}$ are of the trace class. In such a case the covariance operator $R_{\eta}$ belongs to the same class and one can introduce the average mutual information $J(\xi, \eta)$ of the w.r.v. $\xi, \eta \cdot{ }^{18,19}$ Our prescription is to require that $J(\xi, \eta)$ is finite [in the problem of Sec. $4, J(\xi, \eta)$ is the amount of information about the object contained in the optical image and the finite variances of $\xi$ and $\eta$ are the average energies of the object and of the image, respectively].

According to the results of Baker ${ }^{19}$ one can give necessary and sufficient conditions on the covariance operators $R_{\xi}, R_{\xi}$ in order that $J(\xi, \eta)<+\infty$; if we take into account these results, then the previous assumptions can be formulated as follows:
(i) $\operatorname{tr}\left(R_{\xi}\right)<+\infty, \operatorname{tr}(N)<+\infty$;
(ii) $A R_{\xi} A^{*}=N^{1 / 2} S N^{1 / 2}$ where $S: Y \rightarrow Y$ is a linear operator of the trace class.

The following result holds ${ }^{11}$ : if the assumptions (i), (ii) are satisfied, then Eq. (3.16) holds for any $u \in X$, iff the problem (3.17) has only the trivial solution.

When the w.r.v. $\xi$ has a finite variance, we can consider the mean-square error (3.11) and define a least mean-square error as follows,

$$
\begin{equation*}
\delta(\epsilon)=\inf _{L} Q(L, \epsilon) . \tag{3.21}
\end{equation*}
$$

If the assumptions (i), (ii) are satisfied, then it is possible to prove ${ }^{11}$ that $\delta(\epsilon) \rightarrow 0$ when $\epsilon \rightarrow 0$.

## C. Methods of eigenfunction expansions

We consider now the case where the operator $A: X \rightarrow Y$ is compact. We assume that the operators $A^{*} A$ and $R_{\xi}$ commute; the same assumption is done on the operators $A A^{*}$ and $R_{\zeta}=\epsilon^{2} N$.

If $A$ and $A$ * both have an inverse operator (such a condition is satisfied in the problems considered in this paper), then all the singular values $\alpha_{k}$ of $A$ are nonzero; besides, $\left\{u_{k}\right\}_{k=0}^{+\infty}$ (the set of the eigenvectors of $A^{*} A$ ) and $\left\{v_{k}\right\}_{k=0}^{+\infty}$ (the set of the eigenvectors of $A A^{*} ; v_{k}=\alpha_{k}^{-1} A u_{k}$ ) are an orthonormal basis in $X, Y$, respectively.

Thanks to the previous assumption we can write

$$
\begin{equation*}
R_{\zeta} x=\sum_{k=0}^{+\infty} \rho_{k} x_{k} u_{k}, \quad R_{\xi} y=\epsilon^{2} \sum_{k=0}^{+\infty} v_{k} y_{k} v_{k} \tag{3.22}
\end{equation*}
$$

where $x_{k}=\left(x, u_{k}\right)_{X}, y_{k}=\left(y, v_{k}\right)_{Y}$.
Now, the operator $L_{0}$, Eq. (3.5), is bounded iff $\sup \left(\alpha_{\iota} \rho_{k} v_{k}^{-1}\right)<+\infty ;{ }^{11}$ in such a case Eq. (3.6) takes the form

$$
\begin{equation*}
\tilde{x}=\sum_{k=0}^{+\infty} \frac{\alpha_{\ell} \rho_{k}}{\alpha_{k}^{2} \rho_{k}+\epsilon^{2} v_{k}} y_{k} u_{k} \tag{3.23}
\end{equation*}
$$

or a form similar to (3.10),

$$
\begin{equation*}
\tilde{x}=\sum_{k=0}^{+\infty}\left(1-e^{-2 J_{k}}\right) \frac{y_{k}}{\alpha_{k}} u_{k} \tag{3.24}
\end{equation*}
$$

where now $J_{k}=\frac{1}{2} \ln \left[1+\left(\alpha_{k}^{2} \rho_{k}\right) /\left(\epsilon^{2} v_{k}\right)\right]$ is the average mutual information of the random variables
$\xi_{k}=\left(\xi, u_{k}\right)_{X}$ and $\eta_{k}=\left(\eta, v_{k}\right)_{Y}$
As regards the least mean-square error (3.12) we have

$$
\begin{equation*}
\delta(u, \epsilon)=\epsilon\left(\sum_{k=0}^{+\infty} \frac{\rho_{k} v_{k}}{\alpha_{k}^{2} \rho_{k}+\epsilon^{2} v_{k}}\left|\left(u, u_{k}\right)_{X}\right|^{2}\right)^{1 / 2} \tag{3.25}
\end{equation*}
$$

and we see that: $\delta(u, \epsilon)$ tends to zero, when $\epsilon \rightarrow 0$, for any $u \in X$, without any further condition on the covariance operators
$R_{\xi}, R_{\zeta}$. Such a peculiarity is a consequence of the fact that, now, the operators $\left(A R_{\zeta} A^{*}\right)^{1 / 2}$ and $R_{\zeta}^{1 / 2}$ commute.

In the case where the w.r.v. $\boldsymbol{\xi}$ has a finite variance ( $\Sigma_{k=0}^{\infty} \rho_{k}<+\infty$ ), we have, for the least mean-square error (3.21), the expression

$$
\begin{equation*}
\delta(\epsilon)=\epsilon\left(\sum_{k=0}^{+\infty} \frac{\rho_{k} v_{k}}{\alpha_{k}^{2} \rho_{k}+\epsilon^{2} v_{k}}\right)^{1 / 2} \tag{3.26}
\end{equation*}
$$

and we find that $\delta(\epsilon)$ tends to zero when $\epsilon \rightarrow 0$. If we take $N=I$ (i.e., $v_{k}=1$ ) and $R_{\xi}=E^{2}\left(B^{*} B\right)^{-1}$ (i.e., $\rho_{k}=E^{2} \beta_{k}^{-2}$ ) we get

$$
\begin{equation*}
\delta(\epsilon)=\epsilon\left(\sum_{k=0}^{+\infty} \frac{1}{\alpha_{k}^{2}+(\epsilon / E)^{2} \beta_{k}^{2}}\right)^{1 / 2} \tag{3.27}
\end{equation*}
$$

i.e., we obtain formally Eq. (2.38) except for a factor of $\sqrt{2}$.

An estimation, even more simple that (3.23) and similar to (2.41) can be obtained as follows: We consider the class of the linear bounded operators $\widetilde{L}: Y \rightarrow X$ defined by $\widetilde{L} y=\Sigma_{k \in I} \alpha_{k}^{-1} y_{k} u_{k}$, where $I$ is an arbitrary finite set and $y_{k}=\left(y, v_{k}\right)_{Y}$; then we look for the operator $\widetilde{L}_{0}$ in such a class, which minimizes the mean square error (3.4). Now let us consider the set

$$
\begin{equation*}
I_{\epsilon}=\left\{k \mid \alpha_{k}^{2} \geqslant \epsilon^{2}\left(v_{k} / \rho_{k}\right)\right\} \tag{3.28}
\end{equation*}
$$

$I_{\epsilon}$ contains only a finite number of points for any $\epsilon>0$ iff $\alpha_{k}^{2} \rho_{k} v_{k}^{-1}$ tends to zero when $k \rightarrow+\infty$. When this condition is satisfied, it is easy to see that ${\widetilde{L_{0}}}_{0}$ exists and it is the operator corresponding to $I_{\epsilon}$. Therefore, given the value $y$ of $\eta$, we have the following estimate of $\xi$,

$$
\begin{equation*}
\tilde{\tilde{x}}=\sum_{k \in I_{i}} \frac{y_{k}}{\alpha_{k}} u_{k} \tag{3.29}
\end{equation*}
$$

Equation (3.29) can be obtained from Eq. (3.24) replacing the factor $1-\exp \left(-2 J_{k}\right)$ by 1 when $J_{k} \geqslant \frac{1}{2} \ln 2$ and by 0 when $J_{k}<\frac{1}{2} \ln 2$.

The minimum of the mean-square error (3.4) over the class of the operators $\widetilde{L}$ is

$$
\begin{aligned}
\widetilde{\delta^{2}}(u, \epsilon) & =\inf _{\bar{L}} Q(u ; \widetilde{L}, \epsilon) \\
& =\sum_{k \in I_{.}} \frac{\epsilon^{2} v_{k}}{\alpha_{k}^{2}}\left|\left(u, u_{k}\right)_{X}\right|^{2}+\sum_{k \in I_{+}} \rho_{k}\left|\left(u, u_{k}\right)_{X}\right|^{2}
\end{aligned}
$$

besides, when $\xi$ has a finite variance, the minimum of the mean square error (3.11) is

$$
\begin{align*}
\widetilde{\delta}^{2}(\epsilon) & =\inf _{\bar{L}} Q(\widetilde{L}, \epsilon) \\
& =\sum_{k \in I_{*}} \frac{\epsilon^{2} v_{k}}{\alpha_{k}^{2}}+\sum_{k \in I_{+}} \rho_{k} \tag{3.31}
\end{align*}
$$

Since the condition $\alpha_{k}^{2} \rho_{k} v_{k}^{-1} \rightarrow 0, k \rightarrow+\infty$ is assumed, the
expressions (3.30) and (3.31) are finite and we have the following results: (a) $\tilde{\delta}(u, \epsilon) \rightarrow 0$, when $\epsilon \rightarrow 0$, for any $u \in X$; (b) if the w.r.v. $\xi$ has a finite variance, then $\tilde{\delta}(\epsilon) \rightarrow 0$, when $\epsilon \rightarrow 0$.

In order to prove (a), we remark that Eq. (3.30) can be written as follows:

$$
\begin{equation*}
\tilde{\delta}^{2}(u, \epsilon)=\sum_{k=0}^{+\infty} \delta_{k}(\epsilon)\left|\left(u, u_{k}\right)_{X}\right|^{2} \tag{3.32}
\end{equation*}
$$

where $\delta_{k}(\epsilon)=\rho_{k}, k \notin I_{\epsilon}$ and $\delta_{k}(\epsilon)=\epsilon^{2} v_{K} \alpha_{k}^{-2}, k \in I_{\epsilon}$. Then statement (a) follows easily observing that
$\delta_{k}(\epsilon) \leqslant \rho_{k}$ for any $\epsilon>0$ and $\delta_{k}(\epsilon) \rightarrow 0$, when $\epsilon \rightarrow 0$. Analogously statement (b) can be proved recalling that, by assumption, $\Sigma_{k=0}^{+\infty} \rho_{k}<+\infty$.

## 4. OBJECT RESTORATION

In this section we consider the problem of object restoration for the optical system described in the introductionsee Eq. (1.1); we recall that the problem is to estimate the object $x$, given the image $y$ on the interval $[-1,1]$. If we assume that the object and the image have a finite energy, then both $x$ and $y$ belong to $L^{2}(-1,1)$. Besides, the integral operator $A$, defined as follows

$$
\begin{equation*}
(A x)(t)=\int_{-1}^{1} \frac{\sin [c(t-s)]}{\pi(t-s)} x(s) d s, \quad|t| \leqslant 1 \tag{4.1}
\end{equation*}
$$

is a linear, compact, self-adjoint, nonnegative operator in $L^{2}(-1,1)$; its inverse $A^{-1}$ exists but is not continuous, i.e., the problem of object restoration is an improperly posed problem. Therefore, we can apply the general methods of Secs. 2 and 3 by setting $X=Y=Z=L^{2}(-1,1)$.

We give here a list of the main properties of the operator $A$ which are useful for our analysis:
(i) $A$ is an operator of the trace class; indeed it is the first iterate of the finite Fourier transform operator, ${ }^{1}$ which is of the Schmidt class.
(ii) The eigenvectors of the operator $A$ are given by

$$
\begin{equation*}
u_{k}(t)=\lambda_{k}^{-1 / 2} \psi_{k}(c, t), \quad k=0,1,2, \ldots, \quad|t| \leqslant 1 \tag{4.2}
\end{equation*}
$$

where $\psi_{k}(c, t)$ are the linear prolate spheroidal wavefunctions ${ }^{1}$ and $\lambda_{k}=\lambda_{k}(c)$ are the corresponding eigenvalues; $\left\{u_{k}\right\}_{k=0}^{+\infty}$ is an orthonormal basis in $X=L^{2}(-1,1)$.
(iii) The eigenvalues $\lambda_{k}=\lambda_{k}(c)$ form a decreasing sequence: $\lambda_{0}>\lambda_{1}>\lambda_{2}>\cdots$, bounded away from 1 and approaching 0 as $k \rightarrow+\infty$. More precisely we have the following asymptotic behavior

$$
\begin{equation*}
\lambda_{k}=O\left[\frac{1}{k}\left(\frac{c e}{k}\right)^{2 k}\right], \quad k \rightarrow+\infty \tag{4.3}
\end{equation*}
$$

which can be derived from the power series expansion of $\psi_{k}(c, t)$ as a function of $c .^{20,21}$ Besides we have

$$
\begin{equation*}
\sum_{k=0}^{+\infty} \lambda_{k}=\operatorname{tr}(A)=2 c / \pi \tag{4.4}
\end{equation*}
$$

We recall also that the eigenvalues $\lambda_{k}$ have a step function
behavior; i.e., the $\lambda_{k}$ remain approximately unity for $k<2 c / \pi$ while they fall off to zero very rapidly for $k>2 c / \pi$.
(iv) The eigenfunctions $u_{k}$, for $k \rightarrow+\infty$, tend to the corresponding Legendre polynomials, uniformly with respect to $t \in[-1,1]$; more precisely ${ }^{21,22}$

$$
\begin{align*}
& \frac{u_{k}(t)}{\left(k+\frac{1}{2}\right)^{1 / 2}} \\
& \quad=P_{k}(t)+a_{k, 1}^{0} P_{k+2}(t)+a_{k,-1}^{0} P_{k-2}(t)+\cdots \tag{4.5}
\end{align*}
$$

where $a_{k, r}^{0}=O(k-|r|), \quad k \rightarrow+\infty, \quad 2 r \geqslant-k$.
(v) The linear prolate spheroidal wavefunctions $\psi_{k}(c, t)$, $-\infty<t<+\infty$, form an orthonormal basis in the space of the $L^{2}$-band-limited functions (i.e., the $L^{2}$-functions whose Fourier transform has a support contained in the interval [ $-c / 2 \pi, c / 2 \pi$ ]). In particular we have the following expansion,

$$
\begin{equation*}
\frac{\sin [c(t-s)]}{\pi(t-s)}=\sum_{k=0}^{+\infty} \psi_{k}(c, t) \psi_{k}(c, s) \tag{4.6}
\end{equation*}
$$

and, by means of Parseval equality, we get

$$
\begin{equation*}
\sum_{k=0}^{+\infty}\left|\psi_{k}(c, t)\right|^{2}=c / \pi \tag{4.7}
\end{equation*}
$$

Then it follows the uniform bound

$$
\begin{equation*}
\left|\psi_{k}(c, t)\right| \leqslant\left(\frac{c}{\pi}\right)^{1 / 2}, \quad-\infty<t<+\infty \tag{4.8}
\end{equation*}
$$

(this property will be used in the next section).
We proceed now to discuss the problem of object restoration according to the methods outlined in Secs. 2 and 3.

First we analyse the Tikhonov-Miller method and the case of "weak" stability and of "strong" stability [the cases (i) and (ii) of Sec. 2B, respectively].

In the case of "weak" stability we can reconstruct only some weighted averages of $x$, i.e., the functionals

$$
\begin{equation*}
(x, u)_{X}=\int_{-1}^{1} x(t) \overline{u(t)} d t, \quad\|u\|_{X}=1 \tag{4.9}
\end{equation*}
$$

From Theorem 2.2 it follows that we have a very good reconstruction of the functional (4.9) if $u \in$ range $\left(A^{*}\right)$, i.e., if (we recall that now $A=A^{*}$ ) there exists a vector
$v \in X=L^{2}(-1,1)$ such that

$$
\begin{equation*}
u(t)=\int_{-1}^{1} \frac{\sin [c(t-s)]}{\pi(t-s)} v(s) d s, \quad|t| \leqslant 1 \tag{4.10}
\end{equation*}
$$

A function $u$ as (4.10) is very smooth; indeed it is the restriction to the interval [ $-1,1$ ] of an entire function whose Fourier transform has a support contained in the interval [ $-c / 2 \pi, c / 2 \pi$ ]. Moreover, if the operator $B$ has a compact inverse, then we can say that $M_{u}(\epsilon, E)$ tends to zero uniformly with respect to $u$ (on the unit sphere) since we have $M_{u}(\epsilon, E) \leqslant M(\epsilon, E)$, where $M(\epsilon, E)$ is defined by Eq. (2.3) with $\langle\cdot\rangle=\|\cdot\|_{X}$.

Next we come to the case (ii), i.e., to the "strong" stability.

First let us observe that, for any vector $x \in X$ we can always find a constraint operator $B$ like (2.19), with $\lim _{k \rightarrow \infty} \beta_{k}=+\infty$, and a positive number $E$ such that the vector $x$ belongs to the compact subset of $X: K_{E}=\left\{\bar{x} \in X \mid\|B \bar{x}\|_{X} \leqslant E\right\}$. Besides, if we recall the properties of the linear prolate spheroidal wavefunctions, we can interpret the constraint (2.19) as a condition on the concentration of the finite Fourier transform of $x$. ${ }^{23}$ Then one can easily understand that the goodness of the reconstruction of $x$ is as much satisfactory, as far as the finite Fourier transform of $x$ is concentrated in the interval [ $-c / 2 \pi, c / 2 \pi$ ], or equivalently as rapidly as the $\beta_{k}$ tend to infinity.

Now we take $B=A^{-i}$, i.e, we assume that the object $x$ belongs to range ( $A$ )-see Eq. (4.10); therefore, condition (2.19) holds with $\beta_{k}=\lambda_{k}{ }^{-1}$ and Theorem 2.4 can be applied. We see that in this case we have very satisfactory behavior of the stability estimate when $\epsilon \rightarrow 0$ (Hölder type stability). We can understand this result if we note that we are considering a class of objects whose finite Fourier transform is rather strongly concentrated in the interval $[-c / 2 \pi, c / 2 \pi]$. However, usually, it is too restrictive to assume that the object belongs to this class. It is more interesting to suppose that the eigenvalues $\beta_{k}$ grow like a power of $k$ for $k \rightarrow+\infty$. Let us spend a few words in order to justify this assertion.

From property (iv)-Eq. (4.5)-of the linear prolate spheroidal wavefunctions it follows that

$$
\begin{equation*}
x_{k}=\left(x, u_{k}\right)_{X}=O\left(x_{k}^{0}\right), \quad k \rightarrow+\infty, \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{k}^{0}=\left(k+\frac{1}{2}\right)^{1 / 2} \int_{-1}^{1} x(t) P_{k}(t) d t \tag{4.12}
\end{equation*}
$$

In other words the asymptotic behavior of the coefficients of the expansion of $x$ as a series of linear prolate spheroidal wavefunctions is given by the asymptotic behavior of the coefficients of the expansion of $x$ as a series of Legendre polynomials.

Now suppose that $x$ has continuous derivatives up to the order $m$ and vanishes outside the interval $[-1+\delta, 1-\delta](\delta>0$, fixed but arbitrary $)$, then the coefficients $x_{k}$ decrease, for $k \rightarrow+\infty$, at least as $k^{-m}$. Indeed, by means of a well-known asymptotic formula of Legendre polynomials ${ }^{24}$ (valid in the interval [ $\left.-1+\delta, 1-\delta\right]$ ), integrating $m$ times by parts, it is easy to show that

$$
\begin{equation*}
\int_{-1+\delta}^{1-\delta} x(t) P_{k}(t) d t=O\left(K^{-(m+1 / 2)}\right) \tag{4.13}
\end{equation*}
$$

so that, thanks to Eqs. (4.11) and (4.12), $x_{k}=O\left(k^{-m}\right)$. As a consequence of this remark, we can conclude that, if we take $\beta_{k}=k^{\mu}$ in Eq. (2.19), then the set $K_{E}=\left\{\bar{x} \in X \mid\|B \bar{x}\|_{X} \leqslant E\right\}$ contains functions which vanish outside an interval $[-1+\delta, 1-\delta]$ and whose derivatives are continuous up to the order $m>\mu+\frac{1}{2}$.

## We have now the following result:

Theorem 4.1: If, for $k>2 c / \pi, \beta_{k}=\gamma k^{\mu}(\gamma, \mu>0)$, then there exists functions $F_{1}, F_{2}$ such that

$$
\begin{equation*}
E F_{1}\left(\frac{\epsilon}{E}\right) \leqslant M(\epsilon, E) \leqslant E F_{2}\left(\frac{\epsilon}{E}\right) \tag{4.14}
\end{equation*}
$$

[where $M(\epsilon, E)$ is defined by Eq. (2.3) with $\langle\cdot\rangle=\|\cdot\|_{X}$ ] and, for $\epsilon \rightarrow 0$

$$
\begin{equation*}
F_{1}(\epsilon)=O\left(|\ln \epsilon|^{-\mu}\right), \quad F_{2}(\epsilon)=O\left(|\ln \epsilon|^{-\mu(1-\eta)}\right), \tag{4.15}
\end{equation*}
$$

where $\eta$ may be taken as small as desired.
Proof: If we recall the step function behavior of the eigenvalues $\lambda_{k}$ and the increasing behavior of the constraints $\beta_{k}$ for $k>2 c / \pi$, we can assert that the set $I_{\epsilon / E}$, Eq. (2.20), contains all the values of $k$ until a certain $k_{0}>2 c / \pi$, provided that the ratio $\epsilon / E$ is sufficiently small. Therefore, in Eq. (2.22), Theorem 2.3, we have
$\alpha(\epsilon / E)=\lambda_{k_{0}}, \beta(\epsilon / E)=\gamma\left(k_{0}+1\right)^{\mu}$ and, from the inequalities

$$
\lambda_{k_{0}} \geqslant \frac{\epsilon}{E} \gamma k_{0}^{\mu}, \quad\left(k_{0}+1\right)^{\mu}>k_{0}^{\mu}
$$

we get

$$
\begin{equation*}
\frac{E}{2 \gamma}\left(k_{0}+1\right)^{-\mu} \leqslant M(\epsilon, E) \leqslant \frac{2 E}{\gamma} k_{0}^{-\mu} . \tag{4.16}
\end{equation*}
$$

$k_{0}$ is a function of the ratio $\epsilon / E$. In order to prove the theorem we have to show that there exists an upper bound for $k_{0}$ which is $O(|\ln (\epsilon / E)|$ ), and a lower bound which is $O\left(|\ln (\epsilon / E)|^{1-\eta}\right)$, where $\eta$ may be made as small as desired.

First we find an upper bound for $k_{0}$. Property (iii), and more precisely, Eq. (4.3), implies that there exists, for fixed $c$, a constant $\gamma_{1}$ such that $\lambda_{k} \leqslant \gamma_{1} \exp (-k), k>2 c / \pi$; then, if we set $k_{1}=\sup \left\{k \mid \gamma_{1} \exp (-k) \geqslant(\gamma \epsilon / E) k^{\mu}\right\}$, we have $k_{0} \leqslant k_{1}$. On the other hand, $k_{1}=\left[\chi_{1}\right]$; here $\left[\chi_{1}\right]$ denotes the greatest integer such that $\left[\chi_{1}\right] \leqslant \chi_{1}$ and $\chi_{1}$ is the solution of the equation: $\chi_{1}^{-\mu} \exp \left(-\chi_{1}\right)=\left(\gamma_{1} \epsilon\right) /(\gamma E)$. It is not difficult to see that, when $\epsilon \rightarrow 0, \chi_{1}=O(|\ln (\epsilon / E)|)$ so that, from the first half of inequality (4.16) we get the first half of inequality (4.14).

Then we find a lower bound for $k_{0}$. Equation (4.3) implies also that there exists (for fixed $c$ ) constants $\gamma_{2}, \delta$ such that $\lambda_{k} \geqslant \gamma_{2} \exp \left[-(k)^{1+\delta}\right], k>2 c / \pi$, where $\delta$ may be made as small as desired; then, if we set
$k_{2}=\sup \left\{k \mid \gamma_{2} \exp \left[-(k)^{1+\delta}\right] \geqslant(\gamma \epsilon / E) k^{\mu}\right\}$ we have $k_{0} \geqslant k_{2}$. On the other hand, $k_{2}=\left[\chi_{2}\right]$, where $\chi_{2}$ is the solution of the equation $\chi_{2}{ }^{-\mu} \exp \left(-\chi_{2}^{1+\delta}\right)=(\gamma \epsilon) /\left(\gamma_{2} E\right)$. It is not difficult to see that, when $\epsilon \rightarrow 0, \chi_{2}=O\left(|\ln (\epsilon / E)|^{1-\eta}\right.$, where $\eta=\delta(1+\delta)^{-1}$ and, from the second half of inequality (4.16) we get the second half of inequality (4.14).

Theorem 4.1 can be interpreted by saying that, when we do not make too restrictive assumptions on the unknown vector $x$, then the restored continuity in the problem of object restoration is, at most, logarithmic.

Now we come to the probabilistic method. As regards the least mean-square error $\delta(u, \epsilon)$, it is enough to observe that it has properties very similar to the best stability estimate $M_{u}(\epsilon, E)$ (see, for instance Theorem 2.2 and Theorem 3.3).

It is more interesting to analyze the least mean-square error $\delta(\epsilon)$. If we consider the case where all the operators $A$,
$R_{\xi}, R_{\zeta}$ are diagonal, then $\delta(\epsilon)$ is given by Eq. (3.26) with $\alpha_{k}=\lambda_{k}$. now $\delta(\epsilon)$ is finite if $R_{\xi}$ is an operator of the trace class, i.e., if $\xi$ has a finite variance. This assumption means that we are considering a class of optical objects whose average energy is finite. The same assumption is reasonable for $\zeta$; if we normalize the operator $N$ in such a way that $\operatorname{tr}(N)=1$, then $\epsilon^{2}$ is just the average energy of the noise. We can easily find upper and lower bounds for $\delta(\epsilon)$ if we further assume that $\lambda_{k}^{2} \rho_{k} v_{k}^{-1} \rightarrow 0, k \rightarrow+\infty$ [i.e., we suppose that the amount of information on the component $\xi_{k}=\left(\xi, u_{k}\right)_{X}$ of the object, contained in the corresponding component $\eta_{k}=\left(\eta, u_{k}\right)_{X}$ of the image, tends to zero for $k \rightarrow+\infty-$ see Eq. (3.24)]. Now we can say that the set $I_{\epsilon}$, Eq. (3.28), contains only a finite number of points and we have the following result,

$$
\begin{equation*}
\frac{1}{2} \delta_{0}(\epsilon) \leqslant \delta(\epsilon) \leqslant \delta_{0}(\epsilon), \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{0}(\epsilon)=\epsilon\left(\sum_{k \in I_{*}} \frac{v_{k}}{\lambda_{k}^{2}}\right)^{1 / 2}+\left(\sum_{k \notin I_{*}} \rho_{k}\right)^{1 / 2} \tag{4.18}
\end{equation*}
$$

The inequalities (4.17) follow from Eq. (3.26) when we observe that:

$$
\begin{array}{ll}
k \in I_{\epsilon}, & \frac{1}{2} \frac{v_{k}}{\lambda_{k}^{2}} \leqslant \frac{\rho_{k} v_{k}}{\lambda_{k}^{2} \rho_{k}+\epsilon^{2} v_{k}} \leqslant \frac{v_{k}}{\lambda_{k}^{2}}, \\
k \notin I_{\epsilon}, & \frac{1}{2} \frac{\rho_{k}}{\epsilon^{2}} \leqslant \frac{\rho_{k} v_{k}}{\lambda_{k}^{2} \rho_{k}+\epsilon^{2} v_{k}} \leqslant \frac{\rho_{k}}{\epsilon^{2}} . \tag{4.20}
\end{array}
$$

Now, the eigenvalues $\lambda_{k}$ decrease for increasing $k$; moreover, if the signal to noise ratios $\rho_{k} / v_{k}$ also decrease (at least for $k>S$ ), then, for $\epsilon$ sufficiently small, we have

$$
\begin{align*}
\delta_{0}(\epsilon) & =\epsilon\left(\sum_{k=0}^{k_{0}} \frac{v_{k}}{\lambda_{k}^{2}}\right)^{1 / 2}+\left(\sum_{k=k_{0}+1}^{+\infty} \frac{v_{k}}{\beta_{k}^{2}}\right)^{1 / 2} \\
& \leqslant \frac{\epsilon}{\lambda_{k_{0}}}+\frac{1}{\beta_{k_{0}+1}} \tag{4.21}
\end{align*}
$$

where $\beta_{k}^{2}=v_{\iota} \rho_{k}^{-1}$. As a consequence we see that, if the signal to noise ratios decrease like an inverse power of $k$, $\rho_{k} v_{k}^{-1}=($ constant $) \cdot k^{-2 \mu}$, then $\delta_{0}(\epsilon)$ is bounded by a function which is $O\left(|\ln \epsilon|^{-\mu(1-\eta)}\right)$, for $\epsilon \rightarrow 0(\eta$ may be taken as small as desired; the proof is just the same as in Theorem 4.1).

## 5. IMAGE EXTRAPOLATION

The problem of extrapolation of optical image data has been already considered; ${ }^{6}$ in that paper a stabilization condition was imposed by requiring the boundedness of the total energy of the image. Here we prefer to reinforce the stabilization constraint, requiring explicity that the functions, which we want to extrapolate, are optical images corresponding to objects whose energy is finite and bounded by $E$. Moreover, observing that the magnification of the optical system described by Eq. (1.1) is one, we assume that these optical images are measured in the interval $[-1,+1]$. In this case we
can show that the restored continuity, in the problem of extrapolation of an image piece beyond its borders, is of the Hölder type. Let us remark that this result holds true only if the images, which we want to extrapolate, are approximately known in an interval which is equal to the support of the object. Otherwise, if the images are measured in a smaller interval, it is reasonable to conjecture that the restored continuity is not of the Hölder type, but weaker.

The problem of image extrapolation can be formulated as follows: Let $x=x(t),-\infty<t<+\infty$, be a squareintegrable band-limited function, i.e.,

$$
\begin{equation*}
x \in L^{2}(-\infty,+\infty), \quad x(t)=\int_{-c / 2 \pi}^{c / 2 \pi} e^{2 \pi i t \omega} \hat{x}(\omega) d \omega \tag{5.1}
\end{equation*}
$$

Let $A x$ be the restriction of $x$ to the interval $[-1,1]$, and $y=A x+z$ the image measured in the interval $[-1,1] ; z$ describes the experimental errors. Then the problem of image extrapolation is to estimate $x$ given $y$.

Now, in order to apply the methods of Secs. 2 and 3, we must specify the spaces $X, Y$, and the main properties of the operator $A$.

In $L^{2}(-\infty,+\infty)$ let $X$ be the subspace of the bandlimited functions ( 5.1 ); since $X$ is closed, then it is a separable Hilbert space with respect to the inner product of $L^{2}(-\infty,+\infty)$. Besides, let $Y \subset L^{2}(-\infty,+\infty)$ be the (closed) subspace of those functions whose support is contained in the interval $[-1,1] ; Y$ is also a separable Hilbert space and is isomorphic to $L^{2}(-1,1)$. Then $A: X \rightarrow Y$ is the operator defined by

$$
\begin{equation*}
(A x)(t)=x(t), \quad|t| \leqslant 1 ; \quad(A x)(t)=0, \quad|t|>1 \tag{5.2}
\end{equation*}
$$

$A$ is a compact operator of the Schmidt class; in other words the operator $A A^{*}$ is of the trace class. At this purpose, let us remark that the adjoint $A^{*}: Y \rightarrow X$ is given by

$$
\begin{equation*}
\left(A^{*} y\right)(t)=\int_{-1}^{1} \frac{\sin [c(t-s)]}{\pi(t-s)} y(s) d s, \quad y \in Y \tag{5.3}
\end{equation*}
$$

as easily follows from the identity for band-limited functions

$$
\begin{equation*}
x(t)=\int_{-\infty}^{+\infty} \frac{\sin [c(t-s)]}{\pi(t-s)} x(s) d s, \quad x \in X \tag{5.4}
\end{equation*}
$$

Indeed, from Eqs. (5.3) and (5.4), we get, for any $x \in X, y \in Y$, $(A x, y)_{Y}=\left(x, A^{*} y\right)_{X}$. Then, from Eqs. (5.3) and (5.2) we obtain that the operator $A A^{*}$ coincides with the operator (4.1) which is of the trace class, as it was shown in Sec. 4.

Next we want to show that all the singular values of both the operators $A$ and $A^{*}$ are nonzero. In other words we want to prove that: The equations $A x=0$ and $A * y=0$ have only the trivial solutions $x=0$ and $y=0$, respectively. Indeed, $A x=0$ means that $x$ is a.e. zero in the interval $[-1,1]$; since $x$ is an entire function, we conclude that it is zero on the whole ( $-\infty,+\infty$ ). Analogously $A^{*} y=0$ means that the Fourier transform of $y$, i.e., $\hat{y}$, is a.e. zero in the interval $[-c / 2 \pi, c / 2 \pi]$; since $\hat{y}$ is an entire function, they $y$ is zero on the whole $(-\infty,+\infty)$, i.e., $y=0$.

Now, let us denote by $\left\{u_{k}\right\}_{k=0}^{+\infty}$ the set of the eigenvectors of the operator $A^{*} A$ and by $\left\{v_{k}\right\}_{k=0}^{+\infty}$ the set of the eigenvectors of the operator $A A^{*} ;\left\{u_{k}\right\}_{k=0}^{+\infty}$ is an orthonormal basis in $X$ and $\left\{v_{k}\right\}_{k=0}^{+\infty}$ is an orthonormal basis in $Y$. If we recall that $A A^{*}$ coincides with the operator (4.1) we have

$$
\begin{align*}
& u_{k}(t)=\psi_{k}(c, t), \quad|t|<+\infty \\
& v_{k}(t)=\lambda_{k}^{-1 / 2} \psi_{k}(c, t), \quad|t| \leqslant 1  \tag{5.5}\\
& k=0,1,2, \cdots
\end{align*}
$$

$\psi_{k}(c, t)$ being normalized to one with respect to the norm of $L^{2}(-\infty,+\infty)$-see also property (v) of Sec. 4. The vectors $u_{k}, v_{k}$ satisfy the relations

$$
\begin{equation*}
A u_{k}=\sqrt{\lambda_{k}} v_{k}, \quad A^{*} v_{k}=\sqrt{\lambda_{k}} u_{k}, \quad k=0,1,2, \cdots \tag{5.6}
\end{equation*}
$$

At this point we can specify the stabilization constraint. We assume that the unknown vector $x$ belongs to a class of optical images corresponding to optical objects whose energy is finite and bounded by $E$,

$$
\begin{align*}
& x(t)=\int_{-1}^{1} \frac{\sin [c(t-s)]}{\pi(t-s)} v(s) d s, \quad|t|<+\infty, \\
& \int_{-1}^{1}|v(s)|^{2} d s \leqslant E^{2}, \tag{5.7}
\end{align*}
$$

i.e., $x=A^{*} v,\|v\|_{Y} \leqslant E$. This condition can be written in the form (2.2) if we take $B=\left(A^{*}\right)^{-1}$. Since the operator $\left(B^{*} B\right)^{-1}=A^{*} A$ is of the traceclass, the problem is stable with respect to the norms or seminorms considered in Sec. 2. Besides, from Theorem 2.4, it follows that

$$
\begin{equation*}
M(\epsilon, E) \leqslant \sqrt{\epsilon E}, \tag{5.8}
\end{equation*}
$$

where $M(\epsilon, E)$ is given by Eq. (2.3) with

$$
\begin{equation*}
\langle x\rangle=\|x\|_{X}=\left(\int_{-\infty}^{+\infty}|x(t)|^{2} d t\right)^{1 / 2} . \tag{5.9}
\end{equation*}
$$

The approximation for the unknown vector $x$ is then given by

$$
\begin{equation*}
\tilde{x}(t)=\sum_{k=0}^{+\infty} \frac{\lambda_{k}^{3 / 2}}{\lambda_{k}^{2}+(\epsilon / E)^{2}} y_{k} \psi_{k}(c, t) \tag{5.10}
\end{equation*}
$$

where

$$
\begin{equation*}
y_{k}=\left(y, v_{k}\right)_{Y}=\frac{1}{\sqrt{\lambda_{k}}} \int_{-1}^{1} y(t) \psi_{k}(c, t) d t \tag{5.11}
\end{equation*}
$$

Thanks to Eq. (2.7), $\tilde{x}$ gives an approximation to the unknown image $x$ [in the sense of the norm of $L^{2}(-\infty,+\infty)$ ] with an error which is of the order of $\sqrt{\epsilon}$ (Hölder continuity).

Now, if we consider the best stability estimate $M_{u}(\epsilon, E)$, given by Eq. (2.3) with

$$
\begin{align*}
& \langle x\rangle=\left|(x, u)_{X}\right|=\left|\int_{-\infty}^{+\infty} x(t) \overline{u(t)} d t\right| \\
& \int_{-\infty}^{+\infty}|u(t)|^{2} d t=1 \tag{5.12}
\end{align*}
$$

then, from inequality $\left|(\cdot, u)_{X}\right| \leqslant\|\cdot\|_{X}$ and Eq. (5.8) we obtain

$$
\begin{equation*}
M_{u}(\epsilon, E) \leqslant M(\epsilon, E) \leqslant \sqrt{\epsilon E} . \tag{5.13}
\end{equation*}
$$

Inequality (5.13) means that, if one pretends to reconstruct only some weighted averages of $x$, then the error is, at most, of the order of $\sqrt{\epsilon}$. The situation can be more favorable if one takes $u \in \operatorname{range}\left(A^{*}\right)$-see Theorem 2.2.

Finally we come to the norm $|\|\cdot\|| \mid$ defined in Eq. (2.30). Such a norm is interesting in the problem of image extrapolation, since it is stronger that the uniform norm. Indeed, from inequality (4.8) we have

$$
\begin{align*}
\|x\|_{\infty} & =\sup _{t}|x(t)| \leqslant \sum_{k=0}^{+\infty}\left|x_{k}\right| \sup _{t}\left|\psi_{k}(c, t)\right| \\
& \leqslant \sqrt{c / \pi}\|\mid x\| . \tag{5.14}
\end{align*}
$$

As a consequence, any stability estimate for $M(\epsilon, E)$ with $\langle\cdot\rangle=\| \| \cdot\| \|$ is a stability estimate for the uniform convergence. Now, from Theorem 2.5, we have

$$
\begin{equation*}
\widetilde{M}(\epsilon, E)=\sqrt{2 \epsilon}\left(\sum_{k=0}^{+\infty} \frac{\lambda_{k}}{\lambda_{k}^{2}+(\epsilon / E)^{2}}\right)^{1 / 2} \tag{5.15}
\end{equation*}
$$

Then, from the inequality
Then, from the inequality $t^{2 \alpha} \leqslant C_{\alpha}\left(t^{2}+1\right)$
$\left[t>0,0 \leqslant \alpha \leqslant 1, C_{\alpha}=\alpha^{\alpha}(1-\alpha)^{1-\alpha}\right]$, with $0<\alpha<\frac{1}{2}$, we have

$$
\begin{align*}
\widetilde{M}(\epsilon, E) & \leqslant \sqrt{2} \epsilon C_{\alpha}^{1 / 2}\left(\sum_{k=0}^{+\infty} \lambda_{k}^{1-2 \alpha}\right)^{12}\left(\frac{\epsilon}{E}\right)^{\alpha-1} \\
& =\sqrt{2} \Gamma_{\alpha} E\left(\frac{\epsilon}{E}\right)^{\alpha} \tag{5.16}
\end{align*}
$$

where $\Gamma_{\alpha}<+\infty$ is $\alpha<\frac{1}{2}-$ see Eq. (4.3). If we denote by $M_{\infty}(\epsilon, E)$ the best stability estimate (2.3) with $\langle\cdot\rangle=\|\cdot\|_{\infty}$, then we have the result

$$
\begin{equation*}
M_{\infty}(\epsilon, E) \leqslant(\text { constant }) E\left(\frac{\epsilon}{E}\right)^{\alpha}, \tag{5.17}
\end{equation*}
$$

where $\alpha$ is any number between 0 and $\frac{1}{2}$.
Now we come to the probabilistic method. The stabilization constraint (5.7) can be translated in a probabilistic language by saying that there exists a $Y$-valued w.r.v. $w$ such that $\xi=A^{*} w$; therefore, one has: $R_{\xi}=A{ }^{*} R_{u} A$ and the w.r.v. $\xi$ has a finite variance.

We have the simplest case assuming for $R_{\xi}$ and $R_{\zeta}$ the following expressions,

$$
\begin{equation*}
R_{w}=E^{2} I, \quad R_{\zeta}=\epsilon^{2} I \tag{5.18}
\end{equation*}
$$

where $I$ is the identity operator in $Y$. Then it is easy to verify that, in this case, Eq. (3.6) gives Eq. (5.10). Moreover, since $\operatorname{tr}\left(R_{\xi}\right)=E^{2} \cdot \operatorname{tr}\left(A^{*} A\right)=E^{2} \sum_{k=0}^{+\infty} \lambda_{k}=(2 c / \pi) E^{2}<\infty$-see
Eq. (4.4)-both the least mean-square errors (3.25) and (3.26) can be analyzed; more precisely we obtain

$$
\begin{equation*}
\delta(u, \epsilon)=\epsilon\left(\sum_{k=0}^{+\infty} \frac{\lambda_{k}}{\lambda_{k}^{2}+(\epsilon / E)^{2}}\left|\left(u, u_{k}\right)_{X}\right|^{2}\right)^{1 / 2} \tag{5.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta(\epsilon)=\epsilon\left(\sum_{k=0}^{+\infty} \frac{\lambda_{k}}{\lambda_{k}^{2}+(\epsilon / E)^{2}}\right)^{1 / 2} \tag{5.20}
\end{equation*}
$$

Then we have
$\delta(u, \epsilon)=2^{-1 / 2} \widetilde{M}_{u}(\epsilon, E)$ and $\delta(\epsilon)=2^{-1 / 2} \widetilde{M}(\epsilon, E)$-see Eq. (5.15) -and therefore the results previously obtained for the best stability estimates hold true also for the least meansquare errors.

Next we assume in Eq. (3.26), $\rho_{k}=E^{2} \lambda_{k} w_{k}$, with the condition $\Sigma_{k=0}^{+\infty} w_{k}=1$; furthermore we assume, for the noise, the condition $\Sigma_{k=0}^{+\infty} v_{k}=1$. Then $\delta(\epsilon)$ reads as follows,

$$
\begin{equation*}
\delta(\epsilon)=\epsilon\left(\sum_{k=0}^{+\infty} \frac{w_{k} v_{k} \lambda_{k}}{w_{k} \lambda_{k}^{2}+(\epsilon / E)^{2} v_{k}}\right)^{1 / 2} . \tag{5.21}
\end{equation*}
$$

From the inequality used in Eq. (5.16) we get

$$
\begin{equation*}
\delta(\epsilon) \leqslant C_{\alpha}^{1 / 2} \epsilon^{\alpha} E^{1-\alpha}\left(\sum_{k=0}^{+\infty} \frac{w_{k}^{1-\alpha} v_{k}^{\alpha}}{\lambda_{k}^{2 \alpha-1}}\right)^{1 / 2} \tag{5.22}
\end{equation*}
$$

with $0 \leqslant \alpha \leqslant 1$. The series at the rhs of Eq. (5.22) is certainly convergent for $0<\alpha \leqslant \frac{1}{2}$ (in the specific case $\alpha=\frac{1}{2}$ it becomes $\Sigma_{k=0}^{+\infty} \sqrt{w_{k} v_{k}} \leqslant 1$ ). The series can also converge for $\alpha>\frac{1}{2}$ if the sequence $\left\{\left(v_{k} / w_{k}\right)^{\alpha} \lambda_{k}^{1-2 \alpha}\right\}_{k=0}^{+\infty}$ is bounded; in the latter case we have a stronger Hölder continuity.

## 6. CONCLUSIONS

The main result of our paper is the proof that in the object restoration problem, the continuity, in most realistic cases, is at best logarithmic. This result derives essentially from the rapid exponential fall of the eigenvalues $\lambda_{k}$ of the operator $A$. Now we can try to extend this result. In fact an asymptotic behavior of the same kind [more precisely $\lambda_{k}=O(\exp (-D k \ln k))$ where $D$ is a constant] holds true for every integral operator whose kernel is an entire analytic function of finite order. ${ }^{25}$ So we may argue that we get at best logarithmic continuity whenever, for inverting such an integral operator, we impose a priori bounds on a finite number of derivatives of the solutions. Analytic kernels are involved in some inverse problems such as the near-field reconstruction, ${ }^{26}$ or the Bojarski-Lewis inverse scattering method when one has information only over a finite frequency band (bandpass kernels). ${ }^{\text {s }}$
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#### Abstract

A set of operators which are associated with the Euler-Lagrange operator is introduced. An analysis of the commutation properties of these new operators, which will be referred to as the higher Euler operators, leads to a generalization of the necessary conditions for an expression to be an Euler-Lagrange expression. A product rule is derived for the higher Euler operators. In the special case of the Euler-Lagrange operator this product rule is basic to simple proofs of sufficiency theorems for the existence of a Lagrangian given the potential Euler-Lagrange expressions. By considering a certain homogeneity property, a characterization of Lagrangians in terms of their Euler-Lagrange expressions is established. Examples of applications of this characterization are given. A general procedure is given for constructing equivalent (not necessarily scalar density) Lagrangians when the field functions are tensorial and the Euler-Lagrange expressions are tensor densities. These results give particular significance to one of the higher Euler operators.


## INTRODUCTION

The purpose of this paper is to introduce and examine a collection of operators which arose in the consideration of necessary and sufficient conditions for the existence of a Lagrangian in field theoretic variational problems. These operators can be viewed as generalizations of the Euler-Lagrange operator and will be called higher Euler operators. In addition, a constructive approach to the inverse problem in the calculus of variations is developed and applied to particular examples. We shall concentrate on the local form of the various operators and functions involved, obtaining results within the domain of an arbitrary chart of some manifold.

In Sec. 1, the notation used throughout the paper is presented and the higher Euler operators are defined and briefly discussed. The following section is a detailed analysis of the commutation properties of these higher Euler operators. It leads to identities for Euler-Lagrange expressions and an interesting relation between the first Euler operator and the Euler-Lagrange operator. An identity, based upon the Euler-Lagrange expression of a product, is obtained in the third section. It gives rise to very simple proofs of certain sufficiency conditions for the existence of a Lagrangian when given expressions which are possibly Euler-Lagrange expressions. The analysis of the inverse problem in the calculus of variations is continued in Sec. 4 where a constructive procedure for obtaining its solution is formulated in special cases. In the final section, methods of obtaining Lagrangians equivalent to a given Lagrangian are presented, giving added significance to the first Euler operator.

## 1. Definitions and Notation

Our considerations in this paper will be based upon an $n$-dimensional $C^{\infty}$ manifold $M$. If $(U, x)$ is a chart of $M$, then $x^{i}, i=1, \ldots, n$ will denote the coordinates and the notation,$i$ will be used to denote partial differentiation with respect to $x^{i}$. The major concern of this paper is real valued functions of $M$ which on the domain $U$ of a chart of $M$ take the form

$$
\begin{equation*}
F=F\left(\rho_{A} ; \rho_{A, i} \cdots ; \rho_{A, i, \cdots i, u} ; \lambda_{\Omega} ; \lambda_{\Omega, i} ; \ldots ; \lambda_{\Omega, i, \cdots i_{i,}}\right) \tag{1.1}
\end{equation*}
$$

In (1.1), the $\rho_{A}$ 's and the $\lambda_{\Omega}$ 's are field functions on $M$ ( $\rho_{A}=\rho_{A}\left(x^{i}\right), A=1, \ldots, N$ and $\left.\lambda_{\Omega}=\lambda_{\Omega}\left(x^{i}\right), \Omega=1, \ldots, N^{\prime}\right)$ and the function $F$ is assumed to be a differentiable concomitant of the field variables (e.g., for all $\tau=0,1,2, \ldots, \partial F / \partial \rho_{A, i_{1}, \ldots i_{-}}$ exists and is continuous). It will not be assumed that the field functions are tensorial or that any relation exists between field functions defined on two charts which intersect (unless specified otherwise). We demand that given any particular chart ( $U, x$ ), there corresponds a set $\mathscr{P}(U, x)$ consisting of all field functions of the form $\left\{\rho_{A}\left(x^{i}\right) ; \lambda_{\Omega}\left(x^{i}\right)\right\}$. The set of all concomitant functions $F$ of the form (1.1) (for all values of $\alpha$ and $\alpha^{\prime}$ ), will be denoted by $\mathscr{F}(\mathscr{P}(U, x))$. Note that any element of $\mathscr{F}(\mathscr{P}(U, x))$ is of finite order in the derivatives of the field functions.

To illustrate the above notation, we consider the following example. On a chart $(U, x)$, take
$\rho_{A}\left(x^{a}\right)=\left(g_{i j}\left(x^{a}\right), \Gamma_{j k}^{i}\left(x^{a}\right)\right)$ and $\lambda_{\Omega}\left(x^{a}\right)=\left(\phi_{i}\left(x^{a}\right)\right)$, where $g_{i j}\left(x^{a}\right), \Gamma_{j k}^{i}\left(x^{a}\right)$, and $\phi_{i}\left(x^{a}\right)$ take on $x$-component values of metric tensor fields, linear connections, and vector fields, respectively, on $M$. Then the $\boldsymbol{x}$-components $T^{i j}$ of a tensorial concomitant of the form

$$
T^{i j}=T^{i j}\left(g_{r s} ; \Gamma_{s i}^{r} ; \Gamma_{s t, u}^{r} ; \phi_{r}\right),
$$

constitute $n^{2}$ elements of $\mathscr{F}(\mathscr{P}(U, x))$.
If $F \in \mathscr{F}(\mathscr{P}(U, x))$ [some $(U, x)]$ then the notations $F^{; A, i_{1} \cdots i}:=\partial F / \partial \rho_{A, i_{-} \cdots i_{-}}$for $\tau=1,2, \cdots$ and $F^{: A, i_{1} \cdots i_{0}}:=F^{: A}:=\partial F / \partial \rho_{A}$ will be used. The summation convention will be invoked for repeated capital and small Latin indices and repeated capital Greek indices in any term of an expression (e.g.,
$\left.T^{A, i_{1} \cdots i_{c}} \rho_{A, i_{i} \cdots i_{u}:}=\Sigma_{A=1}^{N} \sum_{i_{1}, \ldots, i_{u}=1}^{n} T^{A, i_{1}, \cdots i_{u}} \rho_{A, i_{3} \cdots i_{n},}\right)$ Defining the differential operator $D_{i}$ on $\mathscr{F}(\mathscr{P}(U, x))$ by

$$
\begin{equation*}
D_{i} F:=\sum_{\alpha=0}^{\infty}\left(F^{; A, i_{1} \cdots i_{a}} \rho_{A, i, \cdots i_{u} i}+F^{; \Omega, i_{1} \cdots i_{n}} \lambda_{\Omega, i_{1} \cdots i_{, i} i}\right) \tag{1.2}
\end{equation*}
$$

for $F \in \mathscr{F}(\mathscr{P}(U, x))$, we see that in $(U, x), F\left(\rho_{A} ; \lambda_{\Omega}\right)_{, i}$ $=\left(D_{i} F\right)\left(\rho_{A} ; \lambda_{\Omega}\right)$. The sum to infinity in (1.2) must stop at
some finite $\alpha$ since by definition $F$ is of finite order in the derivatives of $\rho_{A}$ and $\lambda_{\Omega}$. This technical convenience will be used repeatedly in the paper. Note that for each $i, D_{i}$ maps $\mathscr{F}(\mathscr{P}(U, x))$ into itself.

The primary concern of this paper is the Euler-Lagrange operator which takes the form

$$
\begin{equation*}
E^{A}(F):=\sum_{\alpha=0}^{\infty}(-1)^{\alpha} D_{i_{1} \cdots i_{\alpha}} F^{; A, i_{1} \cdots i_{\alpha}} \tag{1.3}
\end{equation*}
$$

for $F \in \mathscr{F}(\mathscr{P}(U, x))$, where $D_{i_{1} \ldots i_{0}} F:=F$ and
$D_{i_{i, i_{2}} \cdots i_{r}}:=D_{i_{1}} D_{i_{2}} \cdots D_{i_{c}}(\alpha=1,2, \cdots)$. Clearly if $F \in \mathscr{F}(\mathscr{P}(U, x))$, then for each $A, E^{A}(F)$ is also in $\mathscr{F}(\mathscr{P}(U, x))$. One obtains useful generalizations of the Euler-Lagrange operator by defining the $\alpha$ th Euler operator ( $\alpha=1,2, \ldots$ ) by

$$
\begin{equation*}
E^{A, i_{1} \cdots i_{\omega}}(F):=\sum_{\beta=\alpha}^{\infty}(-1)^{\beta}\binom{\beta}{\alpha} D_{i_{\alpha}+\cdots i_{\beta}} F^{; A, i_{1} \cdots i_{\beta}} \tag{1.4}
\end{equation*}
$$

where $F \in \mathscr{F}(\mathscr{P}(U, x)), D_{i_{x}+\cdots i_{\alpha}} F:=F$, and $\binom{\beta}{\alpha}$ :
$=\beta!/(\alpha!(\beta-\alpha)!)$. We extend (1.4) to $\alpha=0$ by setting $^{1}$ $E^{A, i_{1} \cdots i_{0}}(F):=E^{A}(F)$.

Clearly, knowledge of the partial derivatives $F^{; A, i_{1} \cdots i_{a}}$ for $\alpha=0,1,2, \cdots$ serves to determine $E^{A, i, \cdots i_{B}}(F)$ for any $\beta=0,1,2, \cdots$ via (1.4). An interesting property of the set of Euler operators is that the converse also holds. In the following proposition and the remainder of the paper the convention $\binom{\beta}{\alpha}:=0$ for $\alpha>\beta$ will be employed.

Proposition 1.1: For any $F \in \mathscr{F}(\mathscr{P}(U, x))$ and all $\alpha=0,1,2, \cdots$

$$
\begin{equation*}
F^{: A, i_{⿱} \cdots i_{\alpha}}=\sum_{\beta=\alpha}^{\infty}(-1)^{\beta}\binom{\beta}{\alpha} D_{i_{\alpha+1}, \cdots i_{\beta}} E^{A, i_{1} \cdots i_{\beta}}(F) \tag{1.5}
\end{equation*}
$$

Proof: Substituting from (1.4) for the $\beta$ th Euler operator in the right-hand side of (1.5) we obtain the expression (let $F$ be of order $\mu$ in the derivatives of $\rho_{A}$ )

$$
\sum_{\beta=\alpha}^{\mu}(-1)^{\beta}\binom{\beta}{\alpha} D_{i_{a}, \cdots, \cdots i_{\gamma}} \sum_{\gamma=\beta}^{\mu}(-1)^{\gamma}\binom{\gamma}{\beta} D_{i_{\beta}, \ldots, i_{\gamma}} F^{; A, i_{1} \cdots i_{\gamma}}
$$

Upon interchanging the order of summation in the above we deduce the expression

$$
\begin{equation*}
\sum_{\gamma=\alpha}^{\mu}\left[\sum_{\beta=\alpha}^{\gamma}(-1)^{\gamma+\beta}\binom{\beta}{\alpha}\binom{\gamma}{\beta}\right] D_{i_{i_{r+}+\cdots i_{\gamma}}} F^{; A, i_{1} \cdots i_{\gamma}} \tag{1.6}
\end{equation*}
$$

Due to the fact that

$$
\sum_{\beta=\alpha}^{\gamma}(-1)^{\gamma+\beta}\binom{\beta}{\alpha}\binom{\gamma}{\beta}= \begin{cases}0, & \text { if } \gamma \neq \alpha  \tag{1.7}\\ 1, & \text { if } \gamma=\alpha\end{cases}
$$

(1.6) equals the left-hand side of (1.5), proving the proposition. The identity (1.7) is a special case ( $\gamma=0$ ) of the following lemma which will be useful later.

Lemma 1.1:

$$
(-1)^{\tau}\binom{\gamma}{\tau-\alpha}=\sum_{\beta=\gamma}^{\tau}(-1)^{\beta}\binom{\beta}{\alpha}\binom{\tau-\gamma}{\beta-\gamma}, \quad \text { for }
$$

$\tau-\gamma \geqslant 0$.
Proof. Expanding the expression $[1+x(1+y)]^{\tau-\gamma}$ $\times(1+y)^{\gamma}$ via the binomial theorem and rearranging the or-
der of summation we obtain

$$
\begin{align*}
& {[1+x(1+y)]^{\tau-\gamma}(1+y)^{\gamma}} \\
& \quad=\sum_{\alpha=0}^{\tau} y^{\alpha} \sum_{\beta=\gamma}^{\tau} x^{\beta-\gamma}\binom{\tau-\gamma}{\beta-\gamma}\binom{\beta}{\alpha} . \tag{1.8}
\end{align*}
$$

Setting $x=-1$ in (1.8) implies, upon expanding the lefthand side of (1.8), that

$$
\begin{align*}
& (-1)^{\tau-\gamma} \sum_{\alpha=\tau-\gamma}^{\tau} y^{\alpha}\binom{\gamma}{\tau-\alpha} \\
& \quad=\sum_{\alpha=0}^{\tau} y^{\alpha} \sum_{\beta=\gamma}^{\tau}(-1)^{\beta-\gamma}\binom{\beta}{\alpha}\binom{\tau-\gamma}{\beta-\gamma} . \tag{1.9}
\end{align*}
$$

Comparison of the coefficients of $y^{\alpha}, \alpha=0,1, \ldots, \tau$ in (1.9) establishes the lemma.

Thus the set of Euler operators can be used to completely determine an element of $\mathscr{F}(\mathscr{P}(U, x))$ (up to a constant function) in the same sense that the various partial derivatives do. (For this interpretation we take $\mathscr{P}(U, x):=\left\{\rho_{A}\right\}$.) The advantage of the Euler operators is the fact that the Euler-Lagrange operator $E^{A}(\mathscr{L})$ is a tensor density whenever the $\rho_{A}$ 's are tensorial (or partly linear connections) and when $\mathscr{L}$ is a scalar density. ${ }^{2}$ The higher order Euler operators do not possess this property and do not appear to be tensor valued (of any type) except in a few special cases. (E.g., $T_{\ldots}^{\ldots}$ a tensor of $\alpha$ th order in derivatives of $\rho_{A}$ implies $E^{A, i_{1} \cdots i_{n}}\left(T_{\ldots}\right)$ is tensor valued if $\rho_{A}$ is a tensor or linear connection.)

## 2. Commutation Properties of the Euler Operators

One of the main theorems of the paper is proven in this section. We begin with two lemmas which are fundamental to its topics.

Lemma 2.1: If $F \in \mathscr{F}(\mathscr{P}(U, x))$, then ${ }^{3}$

$$
\left(D_{j} F\right)^{; A, i_{1} \cdots i_{u}}=D_{j}\left(F^{; A, i_{1} \cdots i_{\varphi}}\right)+F^{; A,\left(i_{i} \cdots i_{\|}\right.} \quad \delta_{j}^{\left.i_{c}\right)}
$$

$\alpha=0,1,2, \cdots .\left[\right.$ In particular $\left.\left(D_{j} F\right)^{; A}=D_{j}\left(F^{; A}\right).\right] \square$
The proof of Lemma 2.1 follows easily from the definition of $D_{j}$.

Lemma 2.2: If $F \in \mathscr{F}(\mathscr{P}(U, x))$, then

$$
\begin{align*}
& {\left[D_{j_{1} \cdots j_{/ \beta}}(F)\right]^{i A, i_{i} \cdots i_{\kappa}}} \\
& \quad=\sum_{\gamma=0}^{\alpha}\binom{\beta}{\gamma}\left[D_{\left(j_{1} \cdots j_{\beta}\right.}, \delta_{j_{\beta}}^{\left(i_{1}\right.} \ldots \cdots \delta_{\left.j_{\beta}\right)}^{i_{\gamma}} F^{\left.i, A, i_{\gamma}, \cdots i_{\zeta}\right)}\right] \tag{2.1}
\end{align*}
$$

for all $\alpha, \beta=0,1,2, \cdots$.
Proof: We use induction on $\beta$. The case $\beta=1$ is given by Lemma 2.1. Suppose (2.1) holds for all $\beta=0,1, \ldots, \tau-1$. For $\beta=\tau$ we have, from (2.1), that

$$
\begin{aligned}
& {\left[D_{j_{1} \cdots j_{r}}(F)\right]^{; A, i_{1} \cdots i_{木}}} \\
& \quad=\sum_{\gamma=0}^{\alpha}\binom{\tau-1}{\gamma} D_{\left(j_{1} \cdots j_{\tau}\right.}, \delta_{j_{r}}^{\left(i_{r}\right.}, \cdots \delta_{j_{\tau}}^{i_{\gamma}} \quad\left(D_{j_{\tau}} F\right)^{\left.; A, i_{r}, \cdots i_{\omega}\right)} .
\end{aligned}
$$

Applying Lemma 2.1 we deduce from the above equation that

$$
\begin{align*}
& {\left[D_{j_{j} \ldots j_{r}}(F)\right]^{i A i_{1} \cdots i_{\|}}} \\
& =D_{j_{1} \cdots j_{r}}\left(F^{; A, i_{1} \cdots i_{c}}\right)+\sum_{\gamma=1}^{\alpha}\left[\binom{\tau-1}{\gamma} D_{j_{r}\left(j_{j} \cdots j_{r}\right.},\right. \\
& \times \delta_{j_{r}}^{\left(i_{1}\right.} \ldots \delta_{j_{r}, 1}^{i_{r}}\left(F^{\left.; A, i_{r+}, \cdots i_{\gamma}\right)}\right)+\binom{\tau-1}{\gamma-1} D_{\left(j_{1} \cdots j_{r}, r\right.} \\
& \left.\times \delta_{j_{r}}^{\left(i_{1}\right.}, \cdots \delta_{j_{r}}^{i_{r}} \quad, \delta_{j_{r}}^{i_{\gamma}}\left(F^{\left.; A, i_{r}, \cdots i_{d}\right)}\right)\right], \tag{2.2}
\end{align*}
$$

where we have relabeled the summation index in the last term. Equation (2.1) with $\beta=\tau$ now follows from (2.2) after noting that the term in brackets under the summation sign in (2.2) is equal to

$$
\binom{\tau}{\gamma} D_{\left(i \cdots j_{r}\right.} \quad \delta_{j_{r}}^{\left(i_{1}\right.}, \cdots \delta_{j_{\gamma}}^{i_{r}}\left(F^{A, i_{\gamma}+\cdots i_{\alpha}}\right) \square
$$

With the aid of Lemma 2.2 we may establish the following proposition:

Proposition 2.1: For any $F \in \mathscr{F}(\mathscr{P}(U, x))$ and any $\alpha, \beta=0,1,2, \cdots$ the identity

$$
\begin{align*}
& E^{A_{\nu} j_{1} \cdots j_{s}}(F)^{B, i, \cdots i_{,}} \\
& \quad=\sum_{\gamma=0}^{\alpha}\binom{\beta+\gamma}{\beta} E^{A_{1} j_{1} \cdots j_{B}\left(i_{1} \cdots i_{\gamma}\right.}\left(F^{\left.; B, i_{1}, \cdots \cdots i_{d}\right)}\right), \tag{2.3}
\end{align*}
$$

holds.
Proof: The definition of the $\beta$ th Euler operator along with Lemma 2.2 imply that

$$
\left.\begin{array}{rl}
E^{A j_{1} \cdots j_{\beta}}(F)^{; B, i_{1} \cdots i_{\alpha}} \\
= & \sum_{\tau=\beta}^{\beta+\alpha}(-1)^{\tau}\binom{\tau}{\beta} \sum_{\gamma=0}^{\tau}\binom{\tau-\beta}{\gamma} D_{j_{\beta}, \ldots j_{\gamma}, \gamma} \\
& \times\left(F^{; A j_{j} \cdots j_{r}}{ }_{\gamma}\left(i_{1} \cdots i_{r} ; B, i_{\gamma+}, \cdots i_{\tau}\right)\right.
\end{array}\right)+\sum_{\tau=\beta+\alpha+1}^{\infty}(-1)^{\tau}\binom{\tau}{\beta},
$$

Upon changing the order of the sums in the first term on the right-hand side of the above equation we can combine the two sums in that equation to find that

$$
\begin{align*}
& E^{A j \cdots j_{\beta}}(F)^{B, i, \cdots i_{c}} \\
&= \sum_{\gamma=0}^{\alpha} \sum_{\tau=\beta+\gamma}^{\infty}(-1)^{\tau}\binom{\tau}{\beta}\binom{\tau-\beta}{\gamma} D_{j_{\beta+}, \cdots j_{\tau} \cdots \gamma} \\
& \times\left(F^{; A j_{i} \cdots j_{\gamma} \cdots \gamma}\left(i_{1} \cdots i_{r}, B, i_{\gamma+} \cdots i_{\alpha}\right)\right. \tag{2.4}
\end{align*} .
$$

In view of the identity

$$
\binom{\tau}{\beta}\binom{\tau-\beta}{\gamma}=\binom{\gamma+\beta}{\beta}\binom{\tau}{\beta+\gamma}
$$

and the definition of the $\mu$ th Euler operation, (2.3) follows from (2.4).

It is well known ${ }^{2}$ that the Euler-Lagrangeoperator annihilates expressions of the form $D_{i} F^{i}$, where $F^{i} \in \mathscr{F}(\mathscr{P}(U, x))$. This result can be generalized to yield the next proposition.

Proposition 2.2: If $F^{i} \in \mathscr{F}(\mathscr{P}(U, x))$, then for $\tau=1,2,3, \cdots$
$E^{A_{j} j_{i} j_{r}}\left(D_{i} F^{\prime}\right)=-E^{A,\left(j_{i} \cdots j_{r}\right.} \quad{ }^{\prime}\left(F^{j)}\right)$.
Proof: From the definition of the $\tau$ th Euler operator (1.4) and Lemma 2.1 it follows that

$$
\begin{aligned}
& E^{A_{j} j_{i} j_{r}}\left(D_{i} F^{i}\right) \\
& =\sum_{\alpha=\tau}^{\infty}(-1)^{\alpha}\binom{\alpha}{\tau} D_{i j, \ldots, \cdots j_{l}} F^{i, A, j_{i} \cdots j_{\alpha}} \\
& +\sum_{\alpha=\tau}^{\infty}(-1)^{\alpha}\binom{\alpha}{\tau} D_{j_{-}, \ldots j_{\alpha}} F^{\left(j_{i} ; j_{i} j_{2} \cdots j_{l}\right)} .
\end{aligned}
$$

Expanding the second summation in the above and rearranging terms we find that

$$
\begin{aligned}
& E^{A j_{i} \cdots j_{r}}\left(D_{i} F^{\prime}\right) \\
& =\sum_{\alpha=\tau}^{\infty}(-1)^{a}\binom{\alpha}{\tau} D_{i j_{r}, \ldots j_{i}} F^{i ; \lambda_{i} \cdots j_{i}} \\
& +\sum_{\alpha=\tau+1}^{\infty}\left[(-1)^{\alpha}\binom{\alpha-1}{\tau} D_{j_{+}, \ldots j_{n}} F^{j_{\mu} ; A_{\nu_{1}} \cdots j_{\alpha}} \quad \text {, }\right] \\
& +\sum_{\alpha=\tau}^{\infty}\left[(-1)^{\alpha}\binom{\alpha-1}{\tau-1} D_{j_{r}, \ldots j_{\pi}} F^{\left(j_{i}, A j_{j}, \cdots j_{\gamma} j_{r}, \cdots j_{\alpha}\right.}\right] .
\end{aligned}
$$

In the above, the first and second terms on the right-hand side cancel while the last term gives $-E^{A,\left(, \cdots j_{j}\right.} \quad{ }^{\prime}\left(F^{j\rangle}\right)$, proving the proposition. Note that the proof also works for $\tau=0$ upon defining $\left({ }_{-1}^{\gamma}\right)=0, \gamma=0,1, \cdots$. This gives $E^{A}\left(D_{i} F^{i}\right) \equiv 0$.
Proposition 2.2 forms the basis of the following:
Proposition 2.3: If $F \in \mathscr{F}(\mathscr{P}(U, x))$, then for all $\alpha, \beta=0,1,2, \cdots$,

$$
\begin{aligned}
& E^{A, i_{1} \cdots i_{n}}\left[E^{B j_{l} \cdots j_{B}}(F)\right] \\
& =(-1)^{\beta} \sum_{\gamma=0}^{\alpha}\binom{\beta+\gamma}{\beta} E^{A,\left(i, \cdots i_{\mu}, \gamma\right.}\left(F^{; B j_{j}, \cdots F_{j} \mid i_{i_{\alpha}}}, \ldots, \cdots i_{i}\right) .
\end{aligned}
$$

Proof: The proof is inductive in nature. From Proposition 2.2 we deduce that

$$
\begin{aligned}
& E^{A, i_{1} \cdots i_{u}}\left[E^{B j_{i} \cdots j_{\beta}}(F)\right] \\
& =(-1)^{\beta}\left[E^{A, i_{1} \cdots i_{c}}\left(F^{; B_{j} \cdots j_{\beta}}\right)-\sum_{\mu=\beta+1}^{\infty}(-1)^{\mu-\beta}\binom{\mu}{\beta}\right. \\
& \left.\times E^{A,\left(i_{1} \cdots i_{a} \ldots{ }^{1}\right.}\left(D_{j_{b}, \ldots j_{\mu}} ; F^{\left.B j_{l} \cdots j_{\mu}, i_{a}\right)}\right)\right] .
\end{aligned}
$$

Now suppose that for $1 \leqslant \tau<\alpha$,

$$
\begin{aligned}
& E^{A, i_{1} \cdots i_{n}}\left[E^{B_{j} \cdots \omega_{j_{s}}}(F)\right] \\
& =(-1)^{\beta}\left[\left.\sum_{\mu=0}^{\tau-1}\binom{\beta+\mu}{\beta} E^{A,\left(i_{1} \cdots i_{\mu}\right.}{ }_{\mu} \right\rvert\,\left(F^{; B_{j} \cdots j_{j} \mid i_{\alpha}} \ldots+\cdots i_{i_{\mu}}\right)\right] \\
& +(-1)^{\tau}\left[\sum _ { \mu = \beta + \tau } ^ { \infty } ( - 1 ) ^ { \mu } ( \begin{array} { l } 
{ \mu } \\
{ \beta }
\end{array} ) E ^ { A , ( i _ { 1 } \cdots i _ { \alpha } \quad { } ^ { + } } \left(D_{j_{s}, \cdots j_{\mu}}+\right.\right.
\end{aligned}
$$

Proposition 2.2 now implies that

$$
\begin{aligned}
& E^{A, i_{i} \cdots i_{u}}\left[E^{B_{j} \cdots j_{h}}(F)\right] \\
& =(-1)^{\beta}\left[\sum_{\mu=0}^{\tau-1}\binom{\beta+\mu}{\beta} E^{A,\left(i_{1} \cdots i_{\alpha}\right.}{ }_{\mu}\left(F^{; B_{j}, \cdots j_{k} \mid i_{\mu}}, \ldots+\cdots i_{d}\right)\right) \\
& \left.+\binom{\beta+\tau}{\beta} E^{A,\left(i_{1} \cdots i_{\mu}\right.} \quad{ }^{\prime}\left(F^{F^{B j_{1} \cdots j_{\beta} \mid i_{i}}} \quad \ldots, \cdots i_{c}\right)\right] \\
& +\left[(-1)^{\tau+1} \sum_{\mu=\beta+\tau+1}^{\infty}(-1)^{\mu}\binom{\mu}{\beta} E^{A,\left(i_{1} \cdots i_{\mu}\right.}\right. \\
& \left.\times\left(D_{j_{b}, \ldots j_{\mu}} \quad F^{\left.B j_{1} \cdots j_{\mu} \ldots, \quad, \quad \mid i_{\alpha}, \cdots i_{\alpha}\right)}\right)\right] .
\end{aligned}
$$

We have shown that (2.5) holds for $\tau+1$ whenever it holds for $\tau(<\alpha)$ and since it holds for $\tau=1$ it holds for all $\tau \leqslant \alpha$. When $\tau=\alpha$ the above equation implies the Proposition.

With the aid of the previous propositions we may establish the main theorem of this section.

Theorem 2.1: For any $F \in \mathscr{F}(\mathscr{P}(U, x))$ and any integer $0 \leqslant \alpha \leqslant \tau$, where $\tau=0,1,2, \cdots$, the identity

$$
\begin{align*}
E^{A,\left(i_{i}, \cdots i_{u}\right.} & {\left[E^{\left.B, i_{\alpha}+\cdots i_{\gamma}\right)}(F)\right] } \\
& =\sum_{\gamma=\alpha}^{\tau}(-1)^{\gamma-\alpha}\binom{\gamma}{\alpha} E^{A,\left(i_{\gamma+}+\cdots i_{r}\right.}(F)^{\left.; B, i_{1} \cdots i_{\gamma}\right)} \tag{2.6}
\end{align*}
$$

holds.
Proof: From Proposition 2.3 it follows, upon relabeling the summation indices, that the left-hand side of (2.6) becomes

$$
\begin{equation*}
(-1)^{\tau-\alpha} \sum_{\gamma=\tau-\alpha}^{\tau}\binom{\gamma}{\tau-\alpha} E^{A,\left(i_{\gamma}, \cdots i_{r}\right.}\left(F^{\left.; B, i_{1} \cdots i_{\gamma}\right)}\right) . \tag{2.7}
\end{equation*}
$$

From Proposition 2.1 we deduce that

$$
\begin{aligned}
& E^{A,\left(i_{\gamma}, \cdots i_{i}\right.}(F)^{\left.; B, i_{1} \cdots i_{\gamma}\right)} \\
& \quad=\sum_{\mu=\tau-\gamma}^{\tau}\binom{\mu}{\tau-\gamma} E^{A,\left(i_{\tau}\right.} \cdots+\cdots i_{\tau}\left(F^{; B, i_{1} \cdots i_{r}{ }^{\prime}}\right),
\end{aligned}
$$

and thus the right-hand side of (2.6) becomes

$$
\sum_{\gamma=\alpha}^{\tau} \sum_{\mu=\tau-\gamma}^{\tau}(-1)^{\gamma-\alpha}\binom{\gamma}{\alpha}\binom{\mu}{\tau-\gamma} E^{A,\left(i_{r-\mu}+\cdots i_{r}\right.}\left(F^{\left.; B, i_{1} \cdots i_{\gamma-\mu}\right)}\right)
$$

In order to compare this last expression with (2.7) we relabel
the summations to obtain the expression

$$
\sum_{\gamma=\alpha}^{\tau} \sum_{\nu=0}^{\gamma}(-1)^{\gamma-\alpha}\binom{\gamma}{\alpha}\binom{\tau-v}{\tau-\gamma} E^{A,\left(i_{v}, \cdots i_{r}\right.}\left(F^{\left.; B, i_{1} \cdots i_{v}\right)}\right) .
$$

Changing the order of summation in the above expression we deduce that the right-hand side of (2.6) is equal to the expression

$$
\begin{equation*}
\sum_{v=0}^{\tau}\left[\sum_{\gamma=v}^{\tau}(-1)^{\gamma-\alpha}\binom{\gamma}{\alpha}\binom{\tau-v}{\tau-\gamma} \bar{E}^{A,\left(i_{,}, \cdots i_{i}\left(F^{\left.; B, i_{1} \cdots i_{i}\right)}\right)\right.} .\right. \tag{2.8}
\end{equation*}
$$

The equality of expressions (2.7) and (2.8) now follows from Lemma 1.1 and the fact that

$$
\binom{\tau-v}{\tau-\gamma}=\binom{\tau-v}{\gamma-v}
$$

proving the theorem.
An important corollary to Theorem 2.1 is the the following result due to Anderson ${ }^{4,5}$ :

Corollary 2.1: If $F \in \mathscr{F}(\mathscr{P}(U, x))$, then $E^{A}(F)$ satisfies

$$
E^{A, i_{1} \cdots i_{C}}\left[E^{B}(F)\right]=E^{A}(F)^{B B, i_{1} \cdots i_{i_{\alpha}}},
$$

for all $\alpha=0,1,2,3 \cdots$
Theorem 2.1 can be bypassed in proving Corollary 2.1 by taking the cases $\beta=0$ in Propositions 2.1 and 2.3. The importance of Corollary 2.1 is that it gives necessary conditions for a collection of functions $T^{A} \in \mathscr{F}(\mathscr{Q}(U, x))$ $\left[(\mathscr{Q}(U, x))=\left\{\rho_{A}\right\}\right]$, to satisfy in order for there to exist a function $L \in \mathscr{F}(\mathscr{Q}(U, x))$ for which $T^{A}=E^{A}(L)$, namely $E^{A, i_{3} \cdots i_{u}}\left(T^{B}\right)=T^{A ; B, i_{1} \cdots i_{u}}$ for all $\alpha=0,1,2, \cdots$. These conditions can be applied to concomitant problems related to gravitation and other field theories. ${ }^{6,7}$ They are also basic to the study of conservation laws related to tensorial EulerLagrange expressions. ${ }^{4,5,7,8}$

An interesting consequence of Theorem 2.1 is based upon the identity (set $\tau=\alpha+1$ in Theorem 2.1)

$$
\begin{align*}
& E^{A}(F)^{)^{B, i_{1} \cdots i_{\|}}} \\
& \quad=\frac{1}{\alpha}\left\{E^{A,\left(i_{1}\right.}(F)^{\left.; B, i_{2} \cdots i_{i_{\mu}}\right)}-E^{A,\left(i_{1} \cdots i_{i_{r}}\right.} \quad\left[E^{\left.B, i_{\mu}\right)}(F)\right]\right\}, \tag{2.9}
\end{align*}
$$

where $\alpha=1,2, \cdots$. If $T^{A, i} \in \mathscr{F}(\mathscr{Q}(U, x))$ is a set of functions for which there exists an $F \in \mathscr{F}(\mathscr{Q}(U, x))$ such that $T^{A, i}=E^{A, i}(F)$, then the equations

$$
\begin{equation*}
T^{A, B, i_{1} \cdots i_{a}}=\frac{1}{\alpha}\left[T^{A,\left(i_{i} ; B, i_{2} \cdots i_{u}\right)}-E^{A,\left(i_{1} \cdots i_{n}\right.} \quad\left(T^{\left.B, i_{4}\right)}\right)\right] \tag{2.10}
\end{equation*}
$$

(for $\alpha=1,2, \cdots$ ), form an integrable system of partial differential equations for some functions $T^{A} \in \mathscr{F}(\mathscr{Q}(U, x))$. It is clear from (2.9) that $T^{A}$ must take the form

$$
\begin{equation*}
T^{A}=E^{A}(F)+T_{0}^{A} \tag{2.11}
\end{equation*}
$$

where $T_{0}^{A}=T_{0}^{A}\left(\rho_{B}\right)$. Hence knowledge of $E^{A, i}(F)$ essentially determines $E^{A}(F)$ via (2.10) and (2.11). The properties of the first Euler operator $E^{A, i}$ will be examined further in Sec. 5.

We conclude this section with the following alternate
form of Theorem 2.1 which is easily obtained (from the theorem) using Lemma 1.1 with $\gamma=0$.

Corollary 2.2: For any $F \in \mathscr{F}(\mathscr{P}(U, x))$ and any integer $\alpha$, where $0 \leqslant \alpha \leqslant \tau$ and $\tau=0,1,2, \cdots$, the identity

$$
\begin{aligned}
& E^{A,\left(i_{1,}, \cdots i_{1}\right.}(F)^{\left.; B, i_{1} \cdots i_{1}\right)} \\
& \quad=\sum_{\beta=\alpha}^{\tau}\binom{\beta}{\alpha} E^{A,\left(i_{1} \cdots i_{s}\right.}\left[E^{\left.B, i_{\beta}, \cdots i_{j}\right)}(F)\right],
\end{aligned}
$$

holds.

## 3. A PRODUCT RULE AND ITS CONSEQUENCES

In the previous section, necessary conditions for a collection of functions $T^{A} \in \mathscr{F}(\mathscr{P}(U, x))$ to be an Euler-Lagrange expression were obtained. In certain cases these conditions are also sufficient as has been shown by Horndeski, ${ }^{9}$ Atherton and Homsy, ${ }^{10}$ Anderson, ${ }^{5}$ and Ahner and Moose. ${ }^{11}$ In this section we study the result of applying the Euler operators to products of elements of $\mathscr{F}(\mathscr{P}(U, x))$. As a special case of this we obtain a product rule for the Euler-Lagrange operator which leads to very simple derivations of the above mentioned sufficiency conditions.

Proposition 3.1: For $F, G \in \mathscr{F}(\mathscr{P}(U, x))$,

$$
\begin{align*}
E^{A, i_{1} \cdots i_{u}}(F G)= & \sum_{\beta=\alpha}^{\infty}\binom{\beta}{\alpha}\left[D_{i_{\alpha}, \cdots i_{\beta}}(G) E^{A, i_{1} \cdots i_{\beta}}(F)\right. \\
& \left.+D_{i_{i}, \ldots \cdots i_{\beta}}(F) E^{A, i_{r} \cdots i_{\beta}}(G)\right] \tag{3.1}
\end{align*}
$$

Proof: To prove (3.1) we require the following Leibniz rule from calculus,

$$
\begin{equation*}
D_{i_{1} \cdots i_{r}}(F G)=\sum_{\tau=0}^{\gamma}\binom{\gamma}{\tau} D_{\left(i_{1} \cdots i_{r}\right.}(F) D_{\left.i_{r}, \cdots i_{)}\right)}(G) . \tag{3.2}
\end{equation*}
$$

From the definition of the $\alpha$ th Euler operator (1.4) it follows that

$$
\begin{aligned}
E^{A, i_{1} \cdots i_{u}}(F G)= & \sum_{\gamma=\alpha}^{\infty}(-1)^{\gamma}\binom{\gamma}{\alpha} D_{i_{<}, \cdots, \cdots i_{\gamma}} \\
& \times\left(G F^{; A, i, \cdots i_{r}}+F G^{; A, i_{1} \cdots i_{\gamma}}\right) .
\end{aligned}
$$

Applying (3.2) to the above we deduce that

$$
\begin{aligned}
E^{A, i_{1} \cdots i_{u}}(F G)= & \sum_{\gamma=\alpha}^{\infty}(-1)^{r}\binom{\gamma}{\alpha}^{\gamma} \sum_{\tau=0}^{\alpha}\binom{\gamma-\alpha}{\tau} \\
& \times\left[D_{\left(i_{\alpha}, \ldots i_{a},\right.}(G) D_{i_{a++}, \cdots i_{\gamma}} F^{; A, i_{1} \cdots i_{\gamma}}\right. \\
& \left.+D_{\left(i_{r}, \cdots i_{\mu},\right.}(F) D_{\left.i_{a}, \ldots, \cdots i_{\gamma}\right)} G^{; A, i_{1} \cdots i_{r}}\right]
\end{aligned}
$$

Redefining the range of the second summation on the righthand side of the above equation so that $\tau=\alpha, \ldots, \gamma$, then using the fact that

$$
\binom{\gamma}{\alpha}\binom{\gamma-\alpha}{\tau-\alpha}=\binom{\tau}{\alpha}\binom{\gamma}{\tau},
$$

we interchange the summations in that equation to obtain

$$
\begin{aligned}
& E^{A, i_{1} \cdots i_{1}}(F G) \\
&= \sum_{\tau=\alpha}^{\infty}\binom{\tau}{\alpha} D_{i_{\alpha+1}, \ldots i_{\tau}}(G) \\
& \times\left[\sum_{\gamma=\tau}^{\infty}(-1)^{\gamma}\binom{\gamma}{\tau} D_{i_{+}, \ldots i_{\gamma}} F^{; A, i_{1} \cdots i_{\gamma}}\right]+\sum_{\tau=\alpha}^{\infty}\binom{\tau}{\alpha} D_{i_{\alpha}, \cdots, \cdots i_{\tau}} \\
& \times(F)\left[\sum_{\gamma=\tau}^{\infty}(-1)^{\gamma}\binom{\gamma}{\tau} D_{i_{r}, \ldots i_{\gamma}} G^{; A, i_{1} \cdots i_{\gamma}}\right]
\end{aligned}
$$

noting the symmetry of $i_{1} \cdots i_{r}$. Equation (3.1) now follows from this last equation and Eq. (1.4).

A useful special case of Proposition 3.1 occurs when $\alpha=0$ in (3.1) yielding the product rule

$$
\begin{align*}
E^{A}(F G)= & \sum_{\beta=0}^{\infty}\left[D_{i_{1} \cdots i_{j}}(G) E^{A, i_{1} \cdots i_{s}}(F)\right. \\
& \left.+D_{i_{1} \cdots i_{\beta}}(F) E^{A, i_{1} \cdots i_{s}}(G)\right] \tag{3.3}
\end{align*}
$$

where $F, G \in \mathscr{F}(\mathscr{P}(U, x))$. Equation (3.3) is the basis of the remaining results of this section.

A set of field functions $\mathscr{P}(U, x)=\left\{\rho_{A} ; \lambda_{\Omega}\right\}$ will be called $\rho$-star-shaped with respect to ${ }^{\circ} \rho$ if for all $t \in[0,1]$, $\left({ }^{t} \rho_{A} ; \lambda_{\Omega_{\Omega}}\right) \in \mathscr{P}(U, x)$, where ${ }^{t} \rho_{A}:=t\left(\rho_{A}-{ }^{0} \rho_{A}\right)+{ }^{0} \rho_{A}$ and $\left(\rho_{A} ; \lambda_{\Omega}\right) \in \mathscr{P}(U, x)$.

Theorem 3.1 ${ }^{\text {5,9,10,11 }}$ : Suppose $\mathscr{P}(U, x)$ is $\rho$-star-shaped with respect to ${ }^{\circ} \rho$ and let $T^{4} \in \mathscr{F}(\mathscr{P}(U, x))$ satisfy

$$
\begin{equation*}
E^{A, i_{1} \cdots i_{i}}\left(T^{B}\right)=T^{A ; B, i_{1} \cdots i_{c}}, \tag{3.4}
\end{equation*}
$$

for all $\alpha=0,1,2, \cdots$. Then the function

$$
\begin{equation*}
L:=\int_{0}^{1}{ }^{t} T^{A}\left(\rho_{A}-{ }^{0} \rho_{A}\right) d t \tag{3.5}
\end{equation*}
$$

where

$$
{ }^{t} T^{A}:=T^{A}\left({ }^{t} \rho_{B} ; \rho_{B, i} ; \cdots ; \rho_{B, i, \cdots i,} ; \lambda_{\Omega} ; \lambda_{\Omega, i} ; \cdots ; \lambda_{\Omega, i, \cdots i_{2}}\right)
$$

satisfies

$$
\begin{equation*}
T^{A}=E^{A}(L) \tag{3.6}
\end{equation*}
$$

Proof: Equation (3.3) implies that

$$
\begin{aligned}
E^{B} & {\left[{ }^{\prime} T^{A}\left(\rho_{A}-{ }^{0} \rho_{A}\right)\right] } \\
& ={ }^{t} T^{B}+\sum_{a=0}^{\infty}\left[E^{B, i \cdots i_{i}}\left(T^{A}\right)\left(\rho_{A}-{ }^{0} \rho_{A}\right)_{i_{1} \cdots i_{l}}\right] .
\end{aligned}
$$

In view of the fact that

$$
\frac{\partial}{\partial \rho_{B, i_{1} \cdots i_{c_{c}}}}=t \frac{\partial}{\partial^{t} \rho_{B, i_{1} \cdots i_{c_{c}}}}, \quad \alpha=0,1,2, \ldots
$$

we deduce from (3.4) that $E^{B, i_{1} \cdots i_{u}}\left(T^{A}\right)=t \partial^{t} T^{B} / \partial^{t} \rho_{A, i_{1} \cdots i_{i}}$. Thus
$E^{B}\left[{ }^{t} T^{A}\left(\rho_{A}-{ }^{\circ} \rho_{A}\right)\right]$
$={ }^{t} T^{B}+t \sum_{\alpha=0}^{\infty}\left[\frac{\partial^{t} T^{B}}{\partial^{\prime} \rho_{A, i_{1} \ldots i_{,}}}\left(\rho_{A, i_{1}, i_{\mu}}-{ }^{0} \rho_{A, i_{1}, \cdots i_{\alpha}}\right)\right]$,
from which we deduce the formula
$\left(d t^{t} T^{B} / d t\right)=E^{B}\left[{ }^{t} T^{A}\left(\rho_{A}-{ }^{0} \rho_{A}\right)\right]$. Equations (3.6) and (3.5) follow upon integrating with respect to $t$ from 0 to 1 .

While Theorem 3.1 is a major step towards a solution to the inverse problem for field theories, it is still deficient in certain aspects. Foremost among these is the possibility that the given functions $T \in \mathscr{F}(\mathscr{P}(U, x))$ do not satisfy (3.4) yet there exists a transformation to an equivalent ${ }^{12}$ set of functions $T^{A} \in \mathscr{F}(\widetilde{\mathscr{P}}(U, x))$ which do. The author does not know of any progress towards resolving this problem except in the case of single integral problems in the calculus of variations. ${ }^{13}$

Ancther difficulty with Theorem 3.1 which cannot be resolved is the nature of the space of field functions $\mathscr{P}(U, x)$. The theorem applies only when the field functions are starshaped and, for example, is inapplicable to Lorentz metric tensor fields. Furthermore, whenever the function ${ }^{\circ} \rho_{A} \neq 0$, the resulting Lagrangian (3.5) depends upon ${ }^{0} \rho_{A}$ in addition to $\rho_{A}$ and hence is an element of $\mathscr{F}(\widetilde{\mathscr{P}}(U, x))$, where $\widetilde{\mathscr{P}}(U, x)=\left\{\rho_{A} ; \lambda_{\alpha} ;{ }^{\circ} \rho_{A}\right\} \neq \mathscr{P}(U, x)$. (Note that ${ }^{\circ} \rho_{A}$ is fixed but $\rho_{A}$ and $\lambda_{\Omega}$ may range over different field function values.) This feature of Theorem 3.1 leads to some peculiar consequences as will be seen in the following section. Note that when ${ }^{\circ} \rho_{A} \neq 0$ we must extend the definition of $E^{A}$ in (3.6) to include $\mathscr{F}(\widetilde{P}(U, x))$.

A partial solution to these difficulties can be obtained for functions $T^{A} \in \mathscr{F}(\mathscr{P}(U, x))$ which are homogeneous of certain degrees in the field functions $\rho_{A}$ and their derivatives. Since many functions $T^{A}$ can be decomposed into a sum of homogeneous terms, the following result, which is a trivial consequence of (3.3), is of some use:

Proposition 3.2s: Let $T^{A} \in \mathscr{F}(\mathscr{P}(U, x))$ be homogeneous of degree $m$ in the $\rho_{A}$ 's and their derivatives. If $T^{A}$ satisfies

$$
\begin{equation*}
E^{B, i_{1} \cdots i_{u}}\left(T^{A}\right)=T^{B ; A, i_{1} \cdots i_{u}} \tag{3.7}
\end{equation*}
$$

$\alpha=0,1,2, \cdots$, then

$$
\begin{equation*}
(m+1) T^{A}=E^{A}\left(T^{B} \rho_{B}\right) \tag{3.8}
\end{equation*}
$$

Proof: From Eq. (3.3) we find that

$$
E^{A}\left(T^{B} \rho_{B}\right)=T^{A}+\sum_{\alpha=0}^{\infty} E^{A, i_{1} \cdots i_{u}}\left(T^{B}\right) \rho_{B, i_{1} \cdots i_{a}}
$$

Applying (3.7) to the above yields the equation

$$
E^{A}\left(T^{B} \rho_{B}\right)=T^{A}+\sum_{\alpha=0}^{\infty} T^{A ; B, i_{1} \cdots i_{a}} \rho_{B, i_{1} \cdots i_{u}}
$$

from which (3.8) follows using Euler's theorem on homogeneous functions.

Corollary 3.1: If $m \neq-1$, then $T^{A}=E^{A}(L)$, where

$$
L=\frac{1}{m+1} T^{B} \rho_{B} \square
$$

To handle the case $m=-1$ a different approach is required. This is the topic of the next section.

## 4. APPLICATIONS OF A CERTAIN HOMOGENEITY PROPERTY

Let $A^{i j}$ denote the second order tensor density concomi-
tant of a metric tensor which is locally given by

$$
\begin{equation*}
A^{i j}\left(g_{a b} ; g_{a b, c} ; g_{a b, c d}\right)=\sqrt{g} G^{i j} \tag{4.1}
\end{equation*}
$$

where $G^{i j}$ is the Einstein tensor and $g=\left|\operatorname{det}\left(g_{i j}\right)\right|$. (For further notation see Ref. 14.) If we restrict attention to 4 -spaces $M$, then clearly at any point $P$ of $M$,

$$
\begin{equation*}
A^{i j}\left(\operatorname{tg}_{a b} ; g_{a b, c} ; \operatorname{tg}_{a b c d}\right)=A^{i j}\left(g_{a b} ; g_{a b, c} ; g_{a b, c d}\right), \tag{4.2}
\end{equation*}
$$

where $t \in \mathbb{R}^{+}$. ( $A^{i j}$ is homogeneous of degree zero in $g_{a b}$ and its derivatives.) It is well-known that $A^{i j}$ is derivable from a variational principle and hence satisfies Eqs. (3.7) with $\mathscr{P}(U, x)=\left\{g_{i j}\right\}$. Therefore, by Proposition 3.2, $A^{i j}=E^{i j}\left(g_{a b^{\prime}} A^{a b}\right)=E^{i j}(-\sqrt{g R})$ as we expect. The scalar density concomitant $A:=-\sqrt{g} R$ is also homogeneous in $g_{a b}$ and its derivatives, but of degree one.

Since $A^{i j}$ is a tensor density there is another homogeneity condition which it satisfies. Applying the transformation $x^{i}=t \bar{x}^{i}\left(t \in \mathbb{R}^{+}\right)$to $A^{i j}$ we deduce the relation

$$
t^{2} A^{i j}\left(g_{a b} \dot{g_{a b, c}} \dot{ } g_{a b, c d}\right)=A^{i j}\left(t^{2} g_{a b ;} ; t^{3} g_{a b, c}: t^{4} g_{a b, c d}\right)
$$

at any point $P$ of $M$, which simplifies using (4.2) to

$$
\begin{equation*}
t^{2} A^{i j}\left(g_{a b} ; g_{a b, c} ; g_{a b, c d}\right)=A^{i j}\left(g_{a b} ; t g_{a b, c} ; t^{2} g_{a b, c d}\right) \tag{4.3}
\end{equation*}
$$

Since $P \in M$ is arbitrary (as is the metric $g_{a b}$ ) it follows that (4.3) holds throughout $M$ for any metric tensor on $M$.

An important feature of (4.3) is that any tensor density concomitant $T^{i j}$ of the metric and its first two derivatives which satisfies (4.3) and in addition satisfies $\left.T^{i j}\right|_{j}=0$ must be $a \sqrt{g} G^{i j}$ where $a$ is a constant. ${ }^{14}$ A significant observation is that the scalar density $A$ exhibits similar properties, namely,

$$
\begin{equation*}
t^{2} A\left(g_{a b} ; g_{a b, c}: g_{a b, c d}\right)=A\left(g_{a b} ; t g_{a b, c} ; t^{2} g_{a b, c d}\right) \tag{4.4}
\end{equation*}
$$

for all $t \in \mathbb{R}^{+}$. Furthermore, any scalar density concomitant of the metric and its first two derivatives which satisfies (4.4) must be $a \sqrt{g} R$, where $a$ is a constant. ${ }^{14}$ The natural problem to consider here is the extent to which the property (4.3) of $A^{i j}$ determines, through the relation $A^{i j}=E^{i j}(A)$, the property (4.4) of $A$.

To formulate the relevant theorems we shall require some additional notation. Let $F \in \mathscr{F}(\mathscr{P}(U, x))$ and define for $\gamma$ and $\gamma_{\Omega}$ nonnegative integers,

$$
\begin{align*}
& F(t):=F\left(t^{\gamma} \rho_{B} ; t^{\gamma+1} \rho_{B, i} ; \cdots ; t^{\gamma+\alpha} \rho_{B, i_{1} \cdots i_{a}}\right. \\
& \left.t^{\gamma_{\Omega}} \lambda_{\Omega} ; t^{\gamma_{\Omega}+1} \lambda_{\Omega, i} ; \cdots ; t^{\gamma_{s}+\alpha^{\prime}} \lambda_{\Omega, i, \cdots i_{u}}\right) \tag{4.5}
\end{align*}
$$

(no sums over $\Omega$ ), where $t \in \mathbb{R}^{+}$. We shall be concerned with those $F \in \mathscr{F}(\mathscr{P}(U, x))$ for which $F(t)$ is defined for all $t \in \mathbb{R}^{+}$ and which satisfy the condition [generalizing (4.3) and (4.4)],

$$
\begin{equation*}
t^{\beta} F=F(t) \tag{4.6}
\end{equation*}
$$

for some $\beta, \gamma, \gamma_{\Omega}$ and all $t \in \mathbb{R}^{*}$. One of the important consequences of (4.6) is that generally one can "reconstruct" the function $F$ in the same sense that $\sqrt{g} G^{i j}$ was reconstructed from (4.3). This reconstruction process can best be demonstrated by examining a special case.

Lemma 4.1: Let $\mathscr{Q}(U, x)=\left\{\rho_{A}\right\}$ and let $G \in \mathscr{F}(\mathscr{Q}(U, x))$ satisfy (4.6) with $\gamma=0$ and $\beta$ a positive integer. If $\mathscr{Q}(U, x)$ is such that $\lim _{t \rightarrow 0} H(t) \in \mathscr{F}(\mathscr{Q}(U, x))$ whenever
$H \in \mathscr{F}(\mathscr{Q}(U, x))$ and if $G$ is of class $C^{\beta}$, then $G$ is a polynomial in the derivatives of $\rho_{A}$. Furthermore $G$ is a sum of terms of the form
$\phi\left(\rho_{A}\right)^{A_{i} i_{1} \cdots i_{l}, A j_{i} \cdots j_{\mu} \cdots A_{1}, l_{1} \cdots l_{\mu}} \rho_{A_{1}, i_{1} \cdots i_{\mu}} \rho_{A_{2} j_{i} \cdots j_{n}, \cdots \rho_{A_{n}, l_{1} \cdots I_{\mu}},}$,
where

$$
\sum_{k=1}^{v} \mu_{k}=\beta . \square
$$

The proof of Lemma 1.1 is basically the same as that used to deduce Eq. (2.5) in Ref. 14. Differentiate $\beta$ times with respect to $t$ in (4.6) (with $G$ instead of $F$ ) and then take the limit as $t \rightarrow 0^{+}$.

The main result of this section can now be derived.
Theorem 4.1: Suppose $\mathscr{P}(U, x)$ is such that $\lim _{t \rightarrow 0} H(t) \in \mathscr{F}(\mathscr{P}(U, x))$ whenever $H \in \mathscr{F}(\mathscr{P}(U, x))$. Let $T^{A} \in \mathscr{F}(\mathscr{P}(U, x))$ satisfy

$$
\begin{equation*}
t^{\beta} T^{A}=T^{A}(t) \tag{4.7}
\end{equation*}
$$

where $t \in \mathbb{R}^{+}$and $\beta, \gamma$, and $\gamma_{\Omega}$ [cf. (4.5)] are all nonnegative integers.

If there exists an $L \in \mathscr{F}(\mathscr{P}(U, x))$ (of order $\alpha$ in derivatives of $\rho_{A}$ ), defined throughout $\mathscr{P}(U, x)$ and of class (at least) $C^{\beta+\gamma+\alpha+1}$ for which $T^{A}=E^{A}(L)$, then

$$
\begin{equation*}
T^{A}=E^{A}(\widetilde{L}) \tag{4.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{L}:=\frac{1}{(\beta+\gamma)!t \rightarrow 0} \lim _{t \rightarrow \gamma} \frac{d^{\beta+\gamma}}{d t^{\beta+\gamma}}[L(t)] \tag{4.9}
\end{equation*}
$$

Proof: By direct computation using the chain rule we deduce that for all $t \in \mathbb{R}^{+}$,

$$
E^{A}[L(t)]=t^{\gamma} E^{A}(L)(t)
$$

Thus

$$
t^{\gamma} T^{A}(t)=E^{A}[L(t)]
$$

and by (4.7) we deduce that

$$
\begin{equation*}
t^{\beta+\gamma} T^{A}=E^{A}[L(t)] \tag{4.10}
\end{equation*}
$$

Due to the fact that $L(t)$ is a differentiable function of the set of real variables $\left\{t: \rho_{A} ; \rho_{A, i} ; \cdots ; \rho_{A, i, \cdots, i_{3} ;} \lambda_{\Omega} ; \lambda_{\Omega, i} \cdots ; \lambda_{\Omega, i_{i}, \cdots i_{i}}\right\}$ the derivative $d / d t$ commutes with the derivatives $\partial / \partial \rho_{A, i_{1} \cdots i_{i},}$. If we consider $L(t)$ as a function on $x(U) \times \mathbb{R}^{+}$
$\left[\rho_{A}=\rho_{A}\left(x^{i}\right), \lambda_{\Omega}=\lambda_{\Omega}\left(x^{i}\right)\right.$ on $x(U)$ ], then the differentiability requirements on $L$ imply that the derivatives $d / d t$ and $d / d x^{i}\left(=D_{i}\right)$ commute. Therefore, upon differentiating $\beta+\gamma$ times with respect to $t$ in (4.10) we deduce that

$$
(\beta+\gamma)!T^{A}=E^{A}\left(\frac{d^{\beta+\gamma} L(t)}{d t^{\beta+\gamma}}\right)
$$

Equations (4.8) and (4.9) now follow from the above equation upon taking the limit as $t \rightarrow 0^{+} . \square$

Theorem 4.1 can often be used to solve the inverse problem considered in Sec. 3 when Theorem 3.1 and Proposition
3.2 do not apply. As an example consider the tensor density concomitant of a metric tensor given by

$$
T^{i j}:=\sqrt{g} R\left(\frac{1}{2} g^{i j} R-2 R^{i j}\right)+2 \sqrt{g} R^{\mid i j}-2 \sqrt{g} g^{i j} R^{\mid k}{ }_{\mid k},
$$

in a 4-space. The problem is to determine if $T^{i j}=E^{i j}(\mathscr{L})$, where $\mathscr{L}$ is a scalar density. Evidently, even if $T^{i j}$ can be shown to satisfy the conditions in (3.7), $T^{i j}$ is homogeneous of degree -1 in $g_{a b}$ and its derivatives so that Proposition 3.2 will not apply. If we require that $g_{a b}$ be a Lorentzian metric tensor then Theorem 3.1 is also inapplicable. We can employ Theorem 4.1 by noting that under (4.5) (with $\gamma=0$ ) we obtain the relation $t^{4} T^{i j}=T^{i j}(t)$. If $\mathscr{L}$ is a scalar density concomitant of the metric tensor and its derivatives, then by demanding that $T^{i j}=E^{i j}(\mathscr{L})$ we find that the scalar density

$$
\widetilde{\mathscr{L}}:=\frac{1}{4!\lim _{t \rightarrow 0^{+}}\left(d^{4} / d t^{4}\right) \mathscr{L}(t), ~}
$$

must also satisfy $T^{i j}=E^{i j}(\widetilde{\mathscr{L}})$. We show that $\widetilde{\mathscr{L}}$ is a scalar density by construction. Applying the replacement theorem ${ }^{15}$ to $\mathscr{L}(t)$ we find that

$$
\mathscr{L}(t)=\mathscr{L}\left(g_{a b} ; 0 ; t^{2} g_{a b c d ;} ; \cdots ; t^{\alpha} g_{a b c_{1}, \cdots c_{1}}\right),
$$

where the $g_{a b c_{1} \cdots c_{n}}, \delta=2, \ldots, \alpha$ are the corresponding metric normal tensors ${ }^{15}$ of $g_{a b}$. Hence upon applying the derivatives with respect to $t$ and then taking the limit as $t \rightarrow 0^{+}$in the result we find that

$$
\widetilde{\mathscr{L}}=\eta^{a b c d r s t u}\left(g_{k l}\right) g_{a b c a b r s t u}+\eta^{a b c d r s}\left(g_{k l}\right) g_{a b c d r s}
$$

Since the metric normal tensors may be rewritten in terms of covariant derivatives of the curvature tensor, ${ }^{15} \widetilde{\mathscr{L}}$ can be written in the form

$$
\begin{equation*}
\widetilde{\mathscr{F}}=\zeta^{a b c d r s t u}\left(g_{k l}\right) R_{a b c d} R_{r s t u}+\zeta^{a b c d r s}\left(g_{k l}\right) R_{a b c d|r| s} \tag{4.11}
\end{equation*}
$$

where the $\zeta^{\cdots}$ coefficients are tensor densities built from $g_{k l}$ only. The last term in (4.11) is clearly a divergence and it can be shown ${ }^{16}$ that the first term must take the form

$$
\begin{aligned}
\mathscr{L}_{1}= & a \sqrt{g} R^{2}+b \sqrt{g} R_{i j} R^{i j} \\
& +c \sqrt{g} R_{i j k l} R^{i j k l}+d \epsilon^{i j k l} R_{i j}^{a b} R_{a b k l}
\end{aligned}
$$

where $a, b, c$, and $d$ are constants. The coefficients of $d$ in $\mathscr{L}_{1}$ has an identically vanishing Euler--Lagrange expression. ${ }^{17}$ Since the Euler-Lagrange expression corresponding to
$\sqrt{g}\left(R^{2}-4 R_{i j} R^{i j}+R_{i j k l} R^{i j k l}\right)$ also vanishes identically ${ }^{17}$ it is clear that $\mathscr{L}_{1}$, will have the same Euler-Lagrange expressions as

$$
\mathscr{L}_{2}=(a-c) \sqrt{g} R^{2}+(b+4 c) \sqrt{g} R_{i j} R^{i j}
$$

Demanding that $E^{i j}(\mathscr{L})=T^{i j}$ implies that $E^{i j}\left(\mathscr{L}_{2}\right)=T^{i j}$ which ${ }^{18}$ yields the result $a-c=1$ and $b+4 c=0$, i.e.,

$$
T^{i j}=E^{i j}\left(\sqrt{g} R^{2}\right)
$$

In summary, we have answered the question of whether or not $T^{i j}$ was an Euler-Lagrange tensor by explicitly constructing all possible effective Lagrangians which were sca-
lar densities. Then by direct computation we found a suitable Lagrangian.

Another application of Theorem 4.1 is the problem of determining a scalar density $\mathscr{L}$ which yields the Cotton tensor density defined by

$$
C^{i j}=\epsilon^{i a b} R_{a \mid b}^{j}+e^{j a b} R_{a \mid b}^{i}
$$

(in a 3-space), as an Euler-Lagrange expression. Horndeski ${ }^{9}$ has shown that $C^{i j}$ satisfies Eqs. (3.4) $\rho_{A}=g_{i j}$ ) and has constructed a scalar density $\mathscr{V}$ of the form

$$
\mathscr{V}=\mathscr{V}\left(g_{a b} ; \cdots ; g_{a b, c d e} ; h_{a b} ; \cdots ; h_{a b, c d e}\right)
$$

for which $E^{i j}(\mathscr{V})=C^{i j}$, where $g_{a b}$ and $h_{a b}$ are both positive (for negative) definite metric tensors. This result is basically a consequence of Theorem 3.1. The case of indefinite metrics has not been solved at present but if we seek scalar densities built from $g_{a b}$ and its derivatives (only), Theorem 4.1 can be used to prove the following:

Theorem 4.2: There does not exist a class $C^{\alpha+4}$ scalar density $\mathscr{L}$ of the form $\mathscr{L}=\mathscr{L}\left(g_{a b} ; g_{a b, c} ; \cdots ; g_{a b, c_{1} \cdots c_{a}}\right)$ for which $E^{i j}(\mathscr{L})=C^{i j}$ in a 3 -space.
The proof of Theorem 4.2 can be found in Ref. 19. If we relax the demand that $\mathscr{L}$ be a scalar density, then the Lagrangian $\widetilde{\mathscr{L}}$ of (4.9) can be written, after subtracting out a divergence, in the equivalent form

$$
L^{\prime}=\xi^{a b c p q r s t u} g_{a b, g^{\prime}} g_{p q, r} g_{s t, u}+\xi^{a b c p q r s} g_{a b, c} g_{p q, r s}
$$

where the $\xi$ coefficients are functions of $g_{a b}$ only. The question of the existence of coefficients $\xi^{\cdots}$ for which $E^{i j}\left(L^{\prime}\right)=C^{i j}$ is unresolved at present.

In spaces of dimension $(2 n+1)$ for $n=2,3, \cdots$, one can define tensor densities which exhibit properties similar to those of $C^{i j}$ tensor. It can be shown that Theorem 4.2 generalizes to incorporate these tensors ${ }^{20}$ so that $C^{i j}$ cannot be considered unique (in the sense that it does not follow from a scalar density Lagrangian built from one metric).

## 5. EQUIVALENT LAGRANGIANS AND THE FIRST EULER OPERATOR

In this section we consider the field functions $\mathscr{T}(U, x):=\left\{\rho_{A_{\mu}}\right\}_{\mu=1}^{\mu_{n}}$ where for each $\mu, \rho_{A_{\mu}}$ is a tensor. Define the integer $\kappa_{\mu}$ to be the number of covariant indices on $\rho_{A_{i}}$ minus the number of contravariant indices on $\rho_{A_{i}}$. The following lemma is basic to our considerations here:

Lemma 5.1: Suppose $T^{A_{v}}$ is a tensor density where for each $A_{v}, T^{A_{\nu} \in \mathscr{F}}(T(U, x))$. (The number of covariant indices on $T^{A_{y}}$ equals the number of contravariant indices on $\rho_{A_{v}}$ and similarly for the contravariant indices on $T^{A^{v_{v}}}$.) Then

$$
\begin{align*}
\left(n-\kappa_{v}\right) T^{A_{v}}= & \sum_{\mu=1}^{\mu_{0}}\left(\kappa_{\mu} \sum_{\alpha=0}^{\infty} T^{A_{i} ; B_{\mu}, i_{1} \cdots i_{i}} \rho_{B_{\mu}, i_{1} \cdots i_{u s}}\right. \\
& \left.+\sum_{\alpha=1}^{\infty} \alpha T^{A_{i} ; B_{\mu} i_{1} \cdots i_{i} i_{\alpha}} \rho_{B_{\mu}, i, \cdots i_{\alpha}}\right) \tag{5.1}
\end{align*}
$$

where $n$ is the dimension of the space. $\square$
The proof of Lemma 5.1 follows from Theorem 2.1 of Ref. 21 upon contracting over $s$ and $r$ in (2.14) of that paper.

Theorem 5.1: If for some $L \in \mathscr{F}(\mathscr{T}(U, x)), E^{A_{v}}(L)$ is a tensor density for each $v=1, \ldots, \mu_{0}$, then

$$
E^{A_{v}}(L)=E^{A_{v}}\left(L^{\prime}\right)
$$

where

$$
\begin{equation*}
L^{\prime}=\frac{1}{n} \sum_{\mu=1}^{\mu_{0}}\left(\kappa_{\mu} E^{A_{\mu}}(L) \rho_{A_{\mu}}-E^{A_{\mu}, k}(L) \rho_{A_{\mu}, k}\right) \tag{5.2}
\end{equation*}
$$

Proof: Applying Proposition 3.1 we find that

$$
\begin{aligned}
& E^{A}\left(L^{\prime}\right) \\
& =\frac{1}{n}\left(\left\{\sum_{\mu=1}^{\mu_{\alpha}} \kappa_{\mu} \sum_{\alpha=0}^{\infty} E^{A_{, i_{i} \cdots i_{a}}}\left[E^{B_{\mu}}(L)\right] \rho_{B_{i, i}, i_{1}, i_{u}}\right\}\right. \\
& +\kappa_{v} E^{A_{v}}(L)-\left\{\sum_{\mu=1}^{\mu_{\alpha}} \sum_{\alpha=0}^{\infty} E^{A_{,}, i_{1} \cdots i_{u}}\left[E^{B_{\mu} j}(L)\right] \rho_{B_{,}, j i_{1} \cdots i_{\alpha}}\right\} \\
& \left.+D_{j} E^{A, j}(L)\right) \text {. }
\end{aligned}
$$

Theorem 2.1 and Corollary 2.1 imply that the above equation becomes

$$
\begin{aligned}
& E^{A^{\prime}}\left(L^{\prime}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\left[\sum_{\mu=1}^{\mu_{\alpha}} \sum_{\alpha=0}^{\infty} E^{A_{i, j} j}(L)^{; B_{\mu}, i, \cdots i_{i} i_{i}} \rho_{B_{\mu}, j i_{i} \cdots i_{i}}\right] \\
& +D_{j} E^{A_{, j}}(L)+\left[\sum_{\mu=1}^{\mu_{0}} \sum_{\alpha=1}^{\infty} \alpha E^{A}(L)^{)^{B,, j}, \cdots i_{i, l}} \rho_{B_{i, i}, \cdots, i_{i /}}\right] .
\end{aligned}
$$

However,

$$
D_{j} E^{A_{i}, j}(L)=\sum_{\mu=1}^{\mu_{0}} \sum_{\alpha=0}^{\infty} E^{A_{1}, j}(L)^{; B_{,}, i_{1} \cdots i_{i}} \rho_{B_{\mu}, j i_{1} \cdots i_{i}}
$$

and thus by Lemma 5.1 applied to $E^{A_{v}}(L)$ we find that

$$
E^{A_{1}}\left(L^{\prime}\right)=E^{A_{3}}(L),
$$

proving the theorem. $\square$
Since for tensorial $\rho_{A_{\Lambda}}$ and scalar densities
$\mathscr{L} \in \mathscr{F}(\mathscr{T}(U, x)), E^{A}$ " $(\mathscr{L})$ is always a tensor density, ${ }^{2}$ the following is an obvious consequence of Theorem 5.1:

Corollary 5.1: If $\mathscr{L} \in \mathscr{F}(\mathscr{T}(U, x))$ is a scalar density, then for any $v=1, \cdots, \mu_{0}$,

$$
E^{A_{v}}(\mathscr{L})=E^{A_{v}}\left(\mathscr{L}^{\prime}\right)
$$

where

$$
\mathscr{L}^{\prime}=\frac{1}{n} \sum_{\mu=1}^{\mu_{0}}\left[\kappa_{\mu} E^{A_{n}}(\mathscr{L}) \rho_{A_{i,}}-E^{A_{, 1, k}}(\mathscr{L}) \rho_{A_{i,}, k}\right] \square
$$

The above results indicate that the first Euler operators $\left(E^{A_{1,}, k}(L)\right)$ and the Euler-Lagrange expressions determine a Lagrangian (provided the Euler-Lagrange expressions are tensor densities). In view of the analysis of Sec. 2 [cf. Eqs. (2.10) and (2.11)], the Euler-Lagrange expressions are almost determined by the first Euler operators. Thus, the first Euler operators contain most of the information contained in the Lagrangian. In some cases the Lagrangian (and therefore the Euler-Lagrange expressions) is completely determined by the first Euler operators, as is shown in the following:

Proposition 5.1: Let $L \in \mathscr{F}(\mathscr{F}(U, x))$ and suppose for each $\nu, E^{A}(L)$ is a tensor density, is homogeneous of degree $m_{v}$ in $\rho_{A_{\mu}}$ and homogeneous of degree $m_{\mu}+1$ in $\rho_{A_{\mu}}$ for all $\mu \neq v$. If $n-\Sigma_{\mu=1}^{\mu_{n}} \kappa_{\mu}\left(m_{\mu}+1\right) \neq 0$, then for all $v$,

$$
\begin{equation*}
E^{A_{1}}(L)=E^{A_{1}}(\widetilde{L}) \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{L}:=-\left[n-\sum_{\mu=1}^{\mu_{0}} \kappa_{\mu}\left(m_{\mu}+1\right)\right]^{-1} \sum_{\sigma=1}^{\mu_{n}} E^{B_{\infty} k}(L) \rho_{B_{o,} k} \tag{5.4}
\end{equation*}
$$

Proof: By Proposition 3.2 we have that

$$
\begin{equation*}
E^{A}\left(\frac{\kappa_{v}}{n} E^{B_{1}}(L) \rho_{B_{v}}\right)=\frac{\kappa_{v}\left(m_{v}+1\right)}{n} E^{A_{v}}(L) . \tag{5.5}
\end{equation*}
$$

Equation (3.3) and Corollary 2.1 imply that

$$
E^{A}\left(\frac{\kappa_{v}}{n} E^{B_{n}}(L) \rho_{B_{n}}\right)=\frac{\kappa_{\mu}}{n} \sum_{\tau=0}^{\infty} E^{A_{4}}(L)^{B_{i,} i_{1} \cdots i_{i}} \rho_{B_{\mu,} i_{i} \cdots i_{\tau}}
$$

for all $\mu \neq v$. The homogeneity of $E^{A}(L)$ in $\rho_{B_{\mu}}$ then yields the equation

$$
\begin{equation*}
E^{A,}\left(\frac{\kappa_{\mu}}{n} E^{B_{\mu \prime}}(L) \rho_{B_{r \prime}}\right)=\frac{\kappa_{\mu}\left(m_{\mu}+1\right)}{n} E^{A}(L) . \tag{5.6}
\end{equation*}
$$

Theorem 5.1 together with Eqs. (5.2), (5.5), and (5.6) imply that for all $v=1, \cdots, \mu_{0}$,

$$
\begin{aligned}
E^{4^{4}}(L)= & \sum_{\mu=1}^{\mu_{0}}\left(\frac{\kappa_{\mu}\left(m_{\mu}+1\right)}{n} E^{A_{1}}(L)\right) \\
& -\frac{1}{n} E^{A_{\cdot} \cdot}\left[\sum_{\mu=1}^{\mu_{n}} E^{B_{\mu}, k}(L) \rho_{B_{\mu, k}, k}\right]
\end{aligned}
$$

Equations (5.3) and (5.4) now follow from this last equation, proving the proposition.

Given an $L \in \mathscr{F}(\mathscr{T}(U, x))$ which is homogeneous of degree $m_{v}+1$ in $\rho_{A_{v}}$ for all $v=1, \ldots, \mu_{0}$, the expressions $E^{A^{\prime \prime}}(L)$ are homogeneous of degree $m_{\mu}$ in $\rho_{A_{\mu}}$ and homogeneous of degree $m_{v}+1$ in $\rho_{A}$ for all $v \neq \mu$. This leads to the following direct consequence of Proposition 5.1 which is similar to Theorem 6 of Ref. 2:

Corollary 5.1: If $\mathscr{L} \in \mathscr{F}(\mathscr{T}(U, x))$ is a scalar density which is homogeneous of degree $m_{\mu}+1$ in $\rho_{A_{\|}}$for all
$\mu=1, \cdots, \mu_{0}$, then provided
$n-\Sigma_{\mu=1}^{\mu_{0}} \kappa_{\mu}\left(m_{\mu+1}\right) \neq 0, E^{A_{1}}(\mathscr{L})=E^{A_{1}}(\widetilde{\mathscr{L}})$ for each $v=1, \ldots, \mu_{0}$, where $\widetilde{\mathscr{L}}$ is given by (5.4).

As an application of the above analysis, consider the scalar density $\mathscr{L}=\sqrt{g} R$ in a 4-space. This scalar density is homogeneous of degree one in $g_{a b}$ and its derivatives. Here $\kappa=2$ and therefore the Euler-Lagrange expression corresponding to $\mathscr{L}$ is the same as that corresponding to the function $\mathscr{\mathscr { L }}$, where

$$
\mathscr{Z}=-\frac{1}{2} E^{r s, i}(\mathscr{L}) g_{r s, r} .
$$

By the definition of the first Euler operator we find that

$$
\widetilde{\mathscr{L}}=\frac{1}{2} g_{r s, t}(\sqrt{g} R)^{; r s, t}-g_{r s, t}(\sqrt{g} R)^{; r s, t u}{ }_{, u}
$$

and thus
$\widetilde{\mathscr{L}}=\frac{1}{2} g_{r s, t}(\sqrt{g} R)^{i r s, t}+(\sqrt{g} R)^{i r s, t u} g_{r s, t u}-\left[(\sqrt{g} R)_{g_{r, t}}^{; r s, t u}\right]_{, u}$.
Carrying out the indicated operations in the above equation we deduce that ${ }^{22}$

$$
\overline{\mathscr{L}}=\sqrt{g} R-\left(\sqrt{g} R^{; r s, t u} g_{r s, t}\right)_{, u}
$$

or explicitly,

$$
\overline{\mathscr{L}}=\sqrt{g}\left(g^{j r}\left\{\begin{array}{c}
k \\
l
\end{array}\right\}\left\{\begin{array}{c}
l \\
j
\end{array}\right\}\right.
$$

which is the usual first order Lagrangian in general relativity. ${ }^{23}$
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